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Due to the large number of variables used to develop and derive relationships in this volume specific notation is defined in the section where it is used. In many cases, variables which are defined in one section may have a different definition in another section. For example, the symbol $\rho$ is used for the shortest vector from origin to the plane, it is also a vector defining the specified fixed distance in the fixed distance constraint, and it is also used as the friction coefficient for the sliding constraint. The following is a list of nomenclature which is used extensively throughout Volume $I$.

| A | Ellipsoid matrix |
| :---: | :---: |
| $\mathrm{D}_{\mathrm{n}}$ | Direction cosine matrix for the nth segment |
| $f_{n j}$ | Constraint force on the nth segment applied at joint $j$ |
| I | Identity matrix |
| $\hat{i}, \hat{j}, \hat{k}$ | Unit vectors defining orthonormal inertial reference system |
| $M_{n}$ | Mass matrix of the nth segment |
| $N$ | Total number segments |
| $n$ | Subscript used to define the nth arbitrary segment |
| $q$ | Constraint force (position, sliding and rolling) |
| $r$ | Vector from ellipsoid center to ellipsoid surface |
| $r_{r j}$ | Location of joint $j$ in the local system of segment n. |
| $t$ | Unit vector normal to a plane |

$t$ Independent variable of integration
$X_{n} \quad$ Vector position of the $c . g$. of segment $n$ in inertial reference
$\phi_{n}$. Inertia matrix for the nth segment
$\omega_{n}$ Angular velocity vector for the nth segment in n's local coordinate system

SECTION 1

## INTRODUCTION

In 1970 Calspan Corporation (formerly Cornell Aeronautical Laboratory, Inc.) began development of a mathematical model for simulating the threedimensional dynamic responses of a motor vehicle crash victim. Under the joint sponsorship of the Motor Vehicle Manufacturers Association (MVMA) and the National Highway Traffic Safety Administration (NHTSA), the original development and validation of the program was accomplished in two phases (Ref. 1 and 2). Except for a special version of the Phase II crash victim simulation (CVS) program created for the MVMA (Ref. 3), the next major developmental effort was accomplished for the NHTSA and resulted in what was designated as the CVS-III computer program (Ref. 4).

Recognizing the CVS-III as a potentially valuable tool for aiding studies of crew member dynamics during ejection from high-speed aircraft, the Air Force Aerospace Medical Research Laboratory (AFAMRL) sponsored the development of a special version of the program that formed the basis of the AFAMRL "Articulated Total Body" model or ATB (Ref. 5). Later, the ATB model was updated and some new features were added under another contract with the AFAMRL (Ref. 6).

This report documents work performed in the research project entitled "Validation of the Crash Victim Simulator" under Contract No. DOT-HS-6-01300 with the NHTSA which states the general objective as "the development of the CVS to a level that it can be used for a variety of rulemaking activities." A significant goal was "to conduct studies that specifically, quantitatively and validly pertain to the Part 572 dummy in several realistic crash safety compliance test situations." The project consisted of two principal areas of effort: (1) further development, improvement and refinement of the computer program, culminating in a version designated as the CVS-IV, and (2) the performance of detailed measurements and tests to define inputs for modeling the 50th percentile male dummy conforming to government specifications (Ref. 7) and executing computer simulations of experiments performed with the dummy to examine the validity of the model results.

The CVS-IV version of the computer program incorporates many modifications and features developed in this project as well as in conjunction with other closely related research studies (e.g., Ref. 5, 6 and 8). Among the improvements implemented in the CVS-IV are the following:

- a new, more efficient integration technique.
- a routine to automatically position a seated occupant in equilibrium.
- an advanced harness belt formulation that treats interaction of belts connected at a common junction point, belt slippage on deformable segments, and allows use of rate-dependent functions for calculation of belt forces.
- simulation of aerodynamic forces acting on body segments that may be partially shielded.
- improved routines for calculating joint torques.
- use of the main program integrator for computing vehicle and air bag motions.
- the ability to specify the motion of as many as six segments.
- a provision to account for segment principal axes that are not coincident with geometric axes, thereby allowing use of any convenient geometric axis system as the reference for segment input data.
- 'generality in specifying axes about which segments are rotated, and the sequence of rotations, to achieve a desired initial orientation.
- elimination of the need for multiple output units.
- routines for computing injury criteria values (HIC, HSI, and CSI) and for plotting any output variable(s) against any other variable or time.

During the course of the present study, several interim verions of the computer program were distributed to numerous users throughout the world. However, it should be noted that the modifications of each version were incorporated in such a way that, in most instances, input data decks remained upward compatible and useable with successive versions of the program.

The final report of this project is composed of four volumes:

Volume 1 - Engineering Manual - Part I: Analytical Formulation
Volume 2 - Engineering Manual - Part II: Validation Effort
Volume 3 - User's Manual
Volume 4 - Programmer's Manual

Volume 1 describes the analytical formulations, assumptions and the detailed development of the mathematical equations and relations used in the program.* Volume 2 documents the measurement of the dummy geometric, inertial and joint characteristics and experiments performed to validate computer models of the physical systems tested. The experiments simulated include static tests of an ellipsoidal air bag to check the validity of the idealized bag shape and force algorithms, dynamic pendulum impact tests of dummy component sub-assembiies, and impact sled tests in which the dummy was restrained by an air bag and a three-point belt restraint system (Ref. 9). The third volume provides instruction on how to use the program. Besides giving a detailed description of all data furnished on each input card, it explains the special input and output features and provides examples of program applications along with the Job Control Language needed to execute a simulation run. Volume 4 is intended primarily for use by programmers interested in the detailed structure of the program. Included in Volume 4 are descriptions of each subroutine, cross reference charts showing the subroutines called by other subroutines, labeled common blocks used by each subroutine and usage of each variable in the labeled common blocks in every subprogram, and a complete listing of the computer Fortran source deck.

[^0]
## SECTION 2

GENERAL MATH AND GEOMETRY RELATIONSHIPS

In order to assist the reader in understanding the theoretical development of the equations used in the program, a description of general mathematical notation and basic geometrical relationships is presented. This includes discussions of the coordinates and vector/matrix notation adopted, basic equations for defining planes and ellipsoids and the relationship between rotations, quaternions and direction cosine matrices. Finally, this section concludes with a discussion of a method for determining yaw, pitch and roll angles from the direction cosine matrix.
2.1

COORDINATES AND VECTOR / MATRIX NOTATION

In the development of the program, it was convenient to use a matrix notation because it bears a one to one correspondence with the coding. For example, consider figure 2.1 below


Figure 2.1 BASIC COORDINATE SYSTEMS
$\stackrel{\rightharpoonup}{x}$ - location of cog. as measured in the inertial reference
$\stackrel{r}{r}$ - location of a point in segment $m$ in $m^{\prime} s$ local reference
$\vec{y}$ - location of the same point in inertial reference

Each of the quantities $\vec{x}, \vec{r}, \vec{y}$ have three components and are considered as column vectors (a $3 \times 1$ matrix) thus (the bars are deleted.)

$$
x=\left(\begin{array}{l}
x_{1}  \tag{2.1}\\
x_{2} \\
x_{3}
\end{array}\right) \quad \dot{r}=\left(\begin{array}{l}
r_{1} \\
r_{2} \\
r_{3}
\end{array}\right) \quad y=\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right)
$$

In standard vector notation write the following:

$$
\begin{align*}
& \vec{x}=x_{1} \vec{i}+x_{2} \vec{j}+x_{3} \vec{k} \\
& \vec{r}=r_{1} \vec{i}_{m}+r_{2} \vec{j} m+r_{3} \vec{k}_{m} \\
& \vec{y}=y_{1} \vec{i}+y_{2} \vec{j}+y_{3} \vec{k} \tag{2.2}
\end{align*}
$$

where $\vec{i}, \vec{j}, \vec{k}$ are unit vectors along the axes $1,2,3$ of the inertial reference and $\stackrel{\rightharpoonup}{i}_{m}, \stackrel{\rightharpoonup}{j}_{m}, \vec{k}_{m}$ are unit vectors along the axes $1,2,3$ of the local reference.* Unless otherwise stated we assume all references systems are right handed orthonormal systems. That is

$$
\begin{align*}
& \vec{i} \cdot \vec{i}=\vec{j} \cdot \vec{j}=\vec{k} \cdot \vec{k}=1 \\
& \vec{i} \cdot \vec{j}=\vec{j} \cdot \vec{k}=\vec{i} \cdot \vec{k}=0 \tag{2.3}
\end{align*}
$$

where ". "represents the dot (scalar) product, and that

$$
\begin{align*}
& \vec{i} \otimes \vec{j}=\vec{k}, \vec{j} \otimes \vec{k}=\vec{i}, \vec{k} \otimes \vec{i}=\vec{j} \\
& \vec{i} \otimes \vec{i}=\vec{j} \otimes \vec{j}=\vec{k} \otimes \vec{k}=0 \tag{2.4}
\end{align*}
$$

where" $\otimes$ "designates the cross (vector) product.

The direction cosine matrix, $D$, is the $3 \times 3$ matrix which converts the components of $a$ vector as measured in the inertial reference to its components in the local system, thus the $3 \times 1$ matrix resulting from the multiplication operation $D x$ would be the components of $x$ as given in the local system.

[^1]Note that the unit vectors are related by

$$
\begin{equation*}
\binom{\vec{i}_{m}}{\vec{j} m_{m}^{\vec{k}_{m}}}=D_{m}\binom{\vec{i}}{\frac{\vec{j}}{k}} \tag{2.5}
\end{equation*}
$$

Explicitly writing $D$ in terms of its components yields

$$
D_{m}=\left(\begin{array}{lll}
d_{11} & d_{12} & d_{13}  \tag{2.6}\\
d_{21} & d_{22} & d_{23} \\
d_{31} & d_{32} & d_{33}
\end{array}\right)_{m}
$$

Note also that,

$$
D_{m}=\left(\begin{array}{ccc}
\vec{i} \cdot \vec{i}_{m} & \vec{j} \cdot \vec{i}_{m} & \vec{k} \cdot \vec{i}_{m} \\
\vec{i} \cdot \vec{j}_{m} & \vec{j} \cdot \vec{j}_{m} & \vec{k} \cdot \vec{j}_{m} \\
\vec{i} \cdot \vec{k}_{m} & \vec{j} \cdot \vec{k}_{m} & \vec{k} \cdot \vec{k}_{m}
\end{array}\right)
$$

Since the dot product of two vectors is the product of the magnitudes times the cosine of the angle between them, the dot product $\vec{i} \cdot \vec{i}_{m}$ is the cosine of the angle between the vector $\vec{i}_{m}$ and the vector $\vec{i}$. Thus each of the components of $D$ is the cosine of the angle between the respective unit vectors, hence the name direction cosine matrix. Since the direction cosine matrix is orthogonal, the inverse of $D, D^{-1}$, is the transpose of $D, D^{T}$.

$$
\begin{array}{ll}
\text { i.e. } & D^{-1}=D^{T} \\
\text { hence } & D D^{T}=D^{T} D=I, \text { the identity matrix. } \tag{2.8}
\end{array}
$$

To obtain the transpose of a matrix interchange the rows and columns: if $d_{m n}$ are the elements of D and $a_{m n}$ are the elements of D transpose,

$$
\begin{equation*}
d_{m n}=a_{n m} \tag{2.9}
\end{equation*}
$$

In vector notation, it is permissible to write the expression

$$
\begin{equation*}
\vec{x}+\vec{r}=\vec{y} \tag{2.10}
\end{equation*}
$$

but in matrix notation it is not permissible to write

$$
\begin{equation*}
x+r=y \tag{2.11}
\end{equation*}
$$

because this would imply that

$$
\begin{align*}
& x_{1}+r_{1}=r_{1} \\
& x_{2}+r_{2}=r_{2} \\
& x_{3}+r_{3}=y_{3} \tag{2.12}
\end{align*}
$$

which is true only if all three quantities have been expressed in the same reference system.

The proper relation is

$$
\begin{equation*}
x+D^{-1} r=y \tag{2.13}
\end{equation*}
$$

or equivalently

$$
x+D^{\top} r=y
$$

or in the local reference systems

$$
\begin{equation*}
D x+r=D y \tag{2.14}
\end{equation*}
$$

For example, substituting equation (2.2) into (2.10) yields,

$$
\begin{align*}
x_{1} \vec{i}+x_{2} \vec{j} & +x_{3} \vec{k}+r_{1} \vec{i}_{m}+r_{2} \vec{j}_{m}+r_{3} \vec{k}_{m}  \tag{2.15}\\
& =y_{1} \vec{i}+r_{2} \vec{j}+r_{3} \vec{k}
\end{align*}
$$

Examining (2.15) shows that it is incorrect to say $x_{1}+r_{1}=y_{1}$ since $x_{1}$ and $y_{1}$ multiply $\vec{i}$, and $r_{1}$ multiplies $\vec{i}_{m}$, and $\vec{i}$ is not necessarily equal to $\vec{i}_{m}$.

But from 2.5 we get

$$
\begin{align*}
& \vec{i}_{m}=d_{11} \vec{i}+d_{12} \vec{j}+d_{13} \vec{k}  \tag{2.16}\\
& \overrightarrow{j_{m}}=d_{21} \vec{i}+d_{22}+d_{23} \vec{k} \\
& \vec{k}_{m}=d_{31}+d_{32}+d_{23}
\end{align*}
$$

hence

$$
\begin{align*}
r_{1} \vec{i}_{m}+r_{2} \vec{j}_{m}+r_{3} \vec{k}_{m}= & \left(d_{11} r_{1}+d_{21} r_{2}+d_{31} r_{3}\right) \vec{i} \\
& +\left(d_{12} r_{1}+d_{22} r_{2}+d_{32} r_{3}\right) \vec{j} \\
& +\left(d_{13} r_{1}+d_{23} r_{2}+d_{33} r_{3}\right) \vec{k} \tag{2.17}
\end{align*}
$$

It can now be recognized that the quantities multiplying $i, j, k$ are the quantities obtained from the matrix operation

$$
D^{T} r=\left(\begin{array}{lll}
d_{11} & d_{21} & d_{31}  \tag{2.18}\\
d_{12} & d_{22} & d_{32} \\
d_{13} & d_{23} & d_{33}
\end{array}\right)\left(\begin{array}{l}
r_{1} \\
r_{2} \\
r_{3}
\end{array}\right)
$$

Hence the validity of equation (2.13) is established.

## Dot Product

In matrix notation the dot product of $x$ and $y$ is the sum of the products of the respective components when given in the same coordinate system, hence

$$
x \cdot y=x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3}
$$

Note that

$$
\begin{equation*}
x \cdot y=x^{\top} y=y \cdot x=y^{\top} x \tag{2.19}
\end{equation*}
$$

since

$$
\begin{equation*}
x^{\top}=\left(x_{1}, x_{2}, x_{3}\right) \tag{2.20}
\end{equation*}
$$

$x^{T} y=\left(\begin{array}{lll}x_{1} & x_{2} & x_{3}\end{array}\right)\left(\begin{array}{l}y_{1} \\ y_{2} \\ y_{3}\end{array}\right)=x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3}$

In vector notation

$$
\begin{aligned}
& \vec{x} \cdot \vec{r} \text { is a valid expression, but in matrix notation } \\
& x \cdot r \quad \text { is invalid and must be written as }
\end{aligned}
$$

$$
\begin{gather*}
x \cdot D^{-1} r \text { or } X^{\top} D^{-1} r \\
\vec{x} \cdot \vec{r}=x \cdot\left(D^{-1} r\right)=X^{T} D^{-1} r=X^{T} D^{T} r=(D X)^{T} r=(D X) \cdot r \tag{2.22}
\end{gather*}
$$

here use the matrix identity

$$
\begin{equation*}
(A B)^{T}=B^{\top} A^{\top} \tag{2.23}
\end{equation*}
$$

Note that in 2.22 parentheses have been used to avoid confusion on the order of operation.

Also note that the notation $x_{0}$ is equivalent to $x^{T}$, hence, it would make sense to write $A \cdot B$ for $A^{T} B$, where $A$ and $B$ are matrices for which the product $A^{T} B$ is defined.

Since $x \cdot x=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$ the magnitude of $x$ is defined as

$$
\begin{equation*}
|x|=\sqrt{(x \cdot x)} \tag{2.24}
\end{equation*}
$$

## Cross Product

The cross product of two vectors $x, y$ is designated by $\vec{x} \otimes \vec{y}$ and may be obtained from 2.2 and 2.4 , thus

$$
\begin{align*}
\vec{x} \otimes \vec{y} & =\left(x_{1} \vec{i}+x_{2} \vec{j}+x_{3} \vec{k}\right) \otimes\left(y_{1} \vec{i}+y_{2} \vec{j}+y_{3} \vec{k}\right) \\
& =x_{1} y_{1} \vec{i} \otimes \vec{i}+x_{1} y_{2} \vec{i} \otimes \vec{j}+x_{1} y_{3} \vec{i} \otimes \vec{k} \\
& +x_{2} y_{1} \vec{j} \otimes \vec{i}+x_{2} y_{2} \vec{j} \otimes \vec{j}+x_{2} y_{3} \vec{j} \otimes \vec{k} \\
& +x_{3} y_{1} \vec{k} \otimes \vec{i}+x_{3} y_{2} \vec{k} \otimes \vec{j}+x_{3} y_{3} \otimes \vec{k}  \tag{2.25}\\
= & \left(x_{2} y_{3}-x_{3} y_{2}\right) \vec{i}+\left(x_{3} y_{1}-x_{1} y_{3}\right) \vec{j}+\left(x_{1} y_{2}-x_{2} y_{1}\right) \vec{k}
\end{align*}
$$

where the fact that $a(8) b=-b(2) a$ has been used.

Note that the final result in 2.25 is the expansion of the determinant

$$
\left|\begin{array}{ccc}
\vec{i} & \vec{j} & \vec{k}  \tag{2.26}\\
x_{1} & x_{2} & x_{3} \\
y_{1} & y_{2} & y_{3}
\end{array}\right|
$$

The components of $x$ and $y$ must be expressed in the same coordinate system. In matrix notation the cross product is

$$
\begin{equation*}
X \otimes Y \tag{2.27}
\end{equation*}
$$

with the same meaning. That is if

$$
x=\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right) \quad, \quad y=\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right)
$$

then

$$
x \otimes Y=\left(\begin{array}{l}
x_{2} y_{3}-x_{3} y_{2}  \tag{2.28}\\
x_{3} y_{1}-x_{1} y_{2} \\
x_{1} y_{2}-x_{2} y_{1}
\end{array}\right)
$$

Note that $X \otimes$ may be defined as the matrix

$$
x \otimes=\left(\begin{array}{ccc}
0 & -x_{3} & x_{2}  \tag{2.29}\\
x_{3} & 0 & -x_{1} \\
-x_{2} & x_{1} & 0
\end{array}\right)
$$

since

$$
\cdot x \otimes y=\left(\begin{array}{ccc}
0 & -x_{3} & x_{2} \\
x_{3} & 0 & -x_{1} \\
-x_{2} & x_{1} & 0
\end{array}\right)\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right)=\left(\begin{array}{ll}
x_{2} y_{3}-x_{3} y_{2} \\
x_{3} y_{1}-x_{2} y_{3} \\
x_{1} y_{2}-x_{2} y_{1}
\end{array}\right)
$$

This is analgous to our use of $X \cdot$ as $X^{\top}$.

$$
\text { i.e. } x \cdot=\left(x_{1}, x_{2}, x_{3}\right)=\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)^{\top}=x^{\top}
$$

Also note that

$$
\begin{equation*}
Y \otimes X=-X \otimes Y=(X \otimes)^{T} Y \tag{2.30}
\end{equation*}
$$

Matrix notation permits the assignment of a definition to the operator $X \mathbb{X}$, (i.e. the matrix as defined in 2.29) whereas in ordinary vector analysis $X \otimes$ has no meaning by itself.

This is useful in later work where it is convenient to consider an expression like
where

$$
\begin{align*}
& -h \otimes(h \otimes) \\
& h=\left(\begin{array}{l}
h_{1} \\
h_{2} \\
h_{3}
\end{array}\right) \tag{2.31}
\end{align*}
$$

and $h \otimes$ is defined by 2.29.

To make sense of expression 2.31 consider the following identity

$$
a \otimes(b \otimes c)=(a \cdot c) b-(a \cdot b) c
$$

Then if $a=b=h$ and $c=y$, the following results

$$
-h \otimes(h \otimes y)=(h \cdot h) y-h(h \cdot y)
$$

which can be written as

$$
-h \otimes(h \times Y)=\left(h^{\top} h I-h h^{\top}\right) Y
$$

Thus $-h \otimes\left(h \otimes=h^{T} h I-h h^{\top}\right.$ is a matrix

If $h^{\top} h=1$ (a unit vector) then

$$
\begin{equation*}
-h \otimes\left(h \otimes=I-h h^{\top}\right. \tag{2.32}
\end{equation*}
$$

and

$$
-h \otimes(h \otimes Y)=Y-h h \cdot y
$$

This may be recognized as a projection of $y$ on a plane perpendicular to $h$, thus $I-h h^{T}$ is a projection operator (matrix).


## 2.2

## GEOMETRIC RELATIONS

PLANES. Planes are used extensively in the program for modeling various surfaces in or on the vehicle.


Points which lie in a plane satisfy the linear relation

$$
\begin{equation*}
a x_{1}+b x_{2}+c x_{3}=d \tag{2.33}
\end{equation*}
$$

where $a, b, c, d$ are constants and $x_{1}, x_{2}, x_{3}$ are components of the vector $x$ which is defined from the origin to the point in the plane.

Let $\vec{\rho}$ be the vector which locates the point in the plane which is nearest to the origin; hence $\vec{\rho}$ must be perpendicular to the plane and $|\vec{\rho}|$ is the distance of the plane from the origin.

It is convenient to define the plane by the unit vector

$$
\begin{equation*}
\vec{t}=\vec{\rho} /|\vec{\rho}| \quad \text { and the distance } \quad \beta=|\vec{\rho}| \tag{2.34}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\vec{t}=\frac{a}{\sqrt{a^{2}+b^{2}+c^{2}}} \vec{i}+\frac{b}{\sqrt{a^{2}+b^{2}+c^{2}}} \vec{j}+\frac{c}{\sqrt{a^{2}+b^{2}+c^{2}}} \vec{k} \tag{2.35}
\end{equation*}
$$

The equation of the plane may then be written as

$$
\begin{equation*}
\vec{t} \cdot \vec{x}=\beta \quad, \vec{t} \cdot \vec{t}=1 \tag{2.36}
\end{equation*}
$$

or

$$
t \cdot X=t^{\top} x=\beta \quad \text { in matrix notation }
$$

Note that a vector which is parallel to the plane satisfies $t \cdot x=0$

## Contact Planes

Contact planes in the program are defined as follows.


Figure 2.4 DEFINITION OF PLANE SPECIFICATION

The user inputs the coordinates of three points $P_{1}, P_{2}, P_{3}$ which lie in the plane $\left(P_{i}^{T}=\left(x_{i}, y_{i}, z_{i}\right), i=1,3\right)$.

The program smputes the unit vectors (this is done in subroutine SINPUT)

$$
\begin{aligned}
& q_{1}=\frac{\left(p_{2}-p_{1}\right) \otimes\left(p_{3}-p_{1}\right)}{\left|\left(p_{2}-p_{1}\right) \otimes\left(p_{3}-p_{1}\right)\right|} \\
& q_{2}=\frac{\left(p_{3}-p_{1}\right) \otimes q_{1}}{\left|\left(p_{3}-p_{1}\right) \otimes q_{1}\right|} \\
& q_{3}=\frac{q_{1} \times\left(p_{2}-p_{1}\right)}{\left|q_{1} \times\left(p_{2}-p_{1}\right)\right|}
\end{aligned}
$$

(Note - these are matrix equations)

Since $q_{2}$ and $q_{3}$ lie in the plane, $q_{1}$ is a unit vector normal (perpendicular) to the plane.

It also computes

$$
\begin{aligned}
& q_{1} \cdot p_{1}=\beta_{1} \\
& q_{2} \cdot p_{1}=\beta_{2} \\
& q_{3} \cdot p_{1}=\beta_{3}
\end{aligned}
$$

The equation of the plane is also given by $q_{1}$ and $\beta_{j}$; that is , a point $x$ lies in the plane if

$$
q_{1} \cdot x=\beta_{1}
$$

To establish contact, it is important to establish whether a point has penetrated the plane (in back of the plane) or if a point has not penetrated the plane (in front of the plane.)

The direction of $g_{1}$ is used to define the front surface. Hence if $q_{1} \cdot x>\beta_{1}, x$ is said to be in front of the plane and if $q_{1} \cdot x<\beta_{1}$, $x$ is said to be in back of the plane. The plane is given a finite size by accepting points which satisfy:

$$
0 \leq q_{2} \cdot x-\beta_{2} \leq\left|q_{2} \cdot\left(p_{2}-p_{1}\right)\right| ; 0 \leq q_{3} \cdot x-\beta_{3} \leq\left|q_{3} \cdot\left(p_{3}-p_{1}\right)\right|
$$

as points which are in the boundaries of the finite plane.

Acceptable points are illustrated as the shaded area in the following figure.


The recommended procedure for defining a planar surface is to use points such that $P_{2}-P_{1}$ is perpendicular to $P_{3}-P_{1}$ as in the following figure.


The acceptable region is then a rectangle with $P_{1}, P_{2}, P_{3}$ on the corners.

Note that in the above figure the front side would be the side seen by the reader. If $P_{2}$ and $P_{3}$ were interchanged, the reader would be viewing the back side.

ELLIPSOIDS. Ellipsoids are used throughout the program for modeling the contact surfaces of the body and other curved surfaces such as the air bags or interior surfaces of the vehicle.


Figure 2.5 ELLIPSOID GEOMETRY
Consider an ellipsoid whose principal axes are aligned with the reference system. Points ' $r$ and the ellipsoid centered at $\mathcal{L}$ satisfy the relation

$$
\begin{equation*}
\left(\frac{r_{1}-l_{1}}{a_{1}}\right)^{2}+\left(\frac{r_{2}-l_{2}}{a_{2}}\right)^{2}+\left(\frac{r_{3}-l_{3}}{a_{3}}\right)^{2}=1 \tag{2.37}
\end{equation*}
$$

where

$$
r=\left(\begin{array}{l}
r_{1} \\
r_{2} \\
r_{3}
\end{array}\right), \quad l=\left(\begin{array}{l}
l_{1} \\
l_{2} \\
l_{3}
\end{array}\right)
$$

$$
\text { and } a_{1}, a_{2}, a_{3} \text { are }
$$

the semi axes lengths.

This may be written as

$$
\begin{equation*}
(r-l) \cdot A(r-l)=1 \tag{2.38}
\end{equation*}
$$

where $A$ is the matrix $A=\left(\begin{array}{ccc}\frac{1}{a_{1}^{2}} & 0 & 0 \\ 0 & \frac{1}{a_{2}^{2}} & 0 \\ 0 & 0 & \frac{1}{a_{3}^{2}}\end{array}\right)$
For convenience in the following discussion let the center be at the origin ( $\ell=0$ ). This places no restrictions on the development.

The ellipsoid equation is then written

$$
\begin{equation*}
r \cdot A r=1 \tag{2.40}
\end{equation*}
$$

If the reference system is rotated by the direction cosine matrix $D$ such that

$$
\begin{equation*}
r=D S \tag{2.41}
\end{equation*}
$$

then

$$
\begin{equation*}
r \cdot A r=S^{\top} D^{\top} A D S=S \cdot\left(D^{\top} A D\right) S=S \cdot B S=1 \tag{2.42}
\end{equation*}
$$

where $B=D^{\top} A D$, is the matrix describing an ellipsoid whose principal axes are oriented by the rotation specified by the direction cosine matrix $D$ with respect to the reference system of $S$.

Note that $A$ is a real positive definite matrix and hence $B$ is a real positive definite matrix. (i.e. positive real eigenvalues.) Thus 2.40 .may be used to represent a general ellipsoid with the restriction that $A$ be a real positive definite matrix.

Consider a general point X

| if $\quad X \cdot A X>1$ | the point is outside of the ellipsoid |
| :--- | :--- |
| if $\quad X \cdot A X<1$ | the point is inside the ellipsoid |
| if $\quad X \cdot A X=1$ | the point is on the ellipsoid. |

(remember that $x$ is the vector from the center of the ellipsoid to the point $X$ )

Consider a point $r$ on the ellipsoid
Ar is a vector which is perpendicular to the surface at the point r . The outward normal is then

$$
\begin{equation*}
t=A r /|A r| \tag{2.44}
\end{equation*}
$$

A plane tangent to the surface at the point $r$ would then be defined by the vector $t$ and the distance, $\beta_{1}$, of plane from the center of the ellipsoid is;

$$
\beta_{1}=r \cdot t=r \cdot A r /|A r|=1 /|A r|
$$

In words, the distance of the tangent plane at the point $r$ on the ellipsoid to the center of the ellipsoid is $1 / \mid$ Ar|.

### 2.3 ROTATIONS, QUATERNIONS AND DIRECTION COSINE MATRICES

A direction cosine matrix is assigned to each segment to indicate the angular orientation of the segment. The direction cosine matrix is updated during integration by use of a quaternion (Eq. 2.69). The integrator integrates the quaternion equation (Eq. 2.70). Rotation, Quaternions and Direction Cosine Matrices are discussed in this section.

Any rotation in three dimensional space may be considered as rotating a vector $\vec{b}$ about an axis $\vec{\mu}$ through an angle $\theta$ in the plane that is perpendicular to $\vec{\mu}$.


Figure 2.6 ROTATING A VECTOR

Let $R$ be the operator (matrix) which performs the rotation

$$
\begin{equation*}
b^{\prime}=R b \tag{2.46}
\end{equation*}
$$

$R$ may be expressed as

$$
\begin{align*}
& R=\mu^{\top}+\cos \theta\left(I-\mu \mu^{\top}\right)+\sin \theta \mu \otimes  \tag{2.47}\\
& \text { where } \quad \mu \cdot \mu=1
\end{align*}
$$

and $I$ is the identity matrix.

From Figure 2.6 write

$$
\begin{equation*}
\vec{b}^{\prime}=\overrightarrow{a c}+\overrightarrow{c d}+\overrightarrow{d b^{\prime}} \tag{2.48}
\end{equation*}
$$

where

$$
\begin{aligned}
& \overrightarrow{O C}=\mu \mu^{T} b=\vec{\mu}(\vec{\mu} \cdot \vec{b}) \\
& \overrightarrow{c d}=\cos \theta\left(I-\mu \mu^{T}\right) b=\cos \theta(\vec{b}-\vec{\mu}(\vec{\mu} \vec{b})) \\
& \overrightarrow{d b}^{\prime}=\sin \theta \mu \otimes b \quad=\sin \theta \vec{\mu} \otimes \vec{b}
\end{aligned}
$$

Note that

$$
\begin{align*}
(\vec{b}-\vec{\mu}(\vec{\mu} \cdot \vec{b})) \cdot(\vec{b}-\vec{\mu}(\vec{\mu} \cdot \vec{b})) & =(\vec{\mu} \otimes \vec{b}) \cdot(\vec{\mu} \otimes \vec{b}) \\
& =\vec{b} \cdot \vec{b}-(\vec{\mu} \cdot \vec{b})^{2} \tag{2.49}
\end{align*}
$$

The inverse operation (rotation through an angle $-\theta$ ) is

$$
\begin{equation*}
R^{-1}=\mu \mu^{T}+\cos \theta\left(I-\mu \mu^{T}\right)-\sin \theta \mu \otimes \tag{2.50}
\end{equation*}
$$

In terms of the components $\mu_{1}, \mu_{2}, \mu_{3}$ of the vector $\vec{\mu}$ $R$ may be expressed as a matrix.

$$
R=\left(\begin{array}{lll}
\mu_{1}^{2}(1-\cos \theta)+\cos \theta & \mu_{1} \mu_{2}(1-\cos \theta)-\mu_{3} \sin \theta & \mu_{1} \mu_{3}(1-\cos \theta)+\mu_{2} \sin \theta  \tag{2.51}\\
\mu_{2} \mu_{1}(1-\cos \theta)+\mu_{3} \sin \theta & \mu_{2}^{2}(1-\cos \theta)+\cos \theta & \mu_{2} \mu_{3}(1-\cos \theta)-\mu_{1} \sin \theta \\
\mu_{3} \mu_{1}(1-\cos \theta)-\mu_{2} \sin \theta & \mu_{3} \mu_{2}(1-\cos \theta)+\mu_{1} \sin \theta & \mu_{3}^{2}(1-\cos \theta)+\cos \theta
\end{array}\right)
$$

by using the relations

$$
\mu_{\mu}^{T}=\left(\begin{array}{c}
\mu_{1}  \tag{2.52}\\
\mu_{2} \\
\mu_{3}
\end{array}\right)\left(\mu_{1} \mu_{2} \mu_{3}\right)=\left(\begin{array}{ccc}
\mu_{1}^{2} & \mu_{1} \mu_{2} & \mu_{1} \mu_{3} \\
\mu_{2} \mu_{1} & \mu_{2}^{2} & \mu_{2} \mu_{3} \\
\mu_{3} \mu_{1} & \mu_{3} \mu_{2} & \mu_{3}^{2}
\end{array}\right)
$$

and

$$
\mu \otimes=\left(\begin{array}{ccc}
0 & -\mu_{3} & \mu_{2} \\
\mu_{3} & 0 & -\mu_{1} \\
-\mu_{2} & \mu_{1} & 0
\end{array}\right)
$$

Note that

$$
\begin{aligned}
& R^{-1}=R^{T} \\
& \text { since } \\
& \left(\mu \mu^{T}\right)^{T}=\mu \mu^{T} \\
& \text { and } \quad(\mu \otimes)^{T}=-\mu \otimes
\end{aligned}
$$

Additional properties which may prove useful are derived below. The trace and determinant of $R$ are given by

$$
\begin{aligned}
\operatorname{tr}(R) & =1+2 \cos \theta \\
|R| & =1
\end{aligned}
$$

and the eigenvalues of $R$ are $t, e^{\hat{i} \theta}$ and $e^{-\hat{i} \theta}$ *

Note that

$$
\begin{align*}
\mu \mu^{T} & =\left(R+R^{T}-2 \cos \theta I\right) / 2(1-\cos \theta)  \tag{2.53}\\
\mu & =\frac{1}{2 \sin \theta}\left(\begin{array}{l}
r_{32}-r_{23} \\
r_{13}-r_{31} \\
r_{21}-r_{12}
\end{array}\right) \tag{2.54}
\end{align*}
$$

where $r_{j k}$ are elements of the $R$ matrix

$$
\begin{align*}
& \mu \otimes=\left(R-R^{T}\right) / 2 \sin \theta \\
& R^{2}=R^{T}+t r(R)(R-I) \tag{2.55}
\end{align*}
$$

combining the above, the characteristic equation is given by

$$
\begin{equation*}
R^{3}-t r(R) R^{2}+t r(R) R-I=0 \tag{2.56}
\end{equation*}
$$

*In this equation, $\hat{i}=\sqrt{-1}$ to distinguish from $i$ used as index below.

The projection operators associated with the eigenvalues are

$$
\begin{align*}
& E_{1}=\mu \mu^{T} \\
& E_{2}=E_{e^{i \theta}}=\left(I-\mu \mu^{T}-\hat{i} \mu \theta\right) / 2 \\
& E_{3}=E_{e^{i \theta}}=\left(I-\mu \mu^{T}+\hat{i} \mu \theta\right) / 2 \tag{2.57}
\end{align*}
$$

Note that
and

$$
\begin{aligned}
& E_{1}+E_{2}+E_{3}=I \\
& E_{j} E_{k}=\delta_{j k} E_{j}
\end{aligned}
$$

where $\delta_{j k}$ is the Kronecker delta

### 2.3.2

Quaternions
In the program, quaternions are used to update the direction cosine matrices. A more elaborate development of quaternion theory may be found in Ref. 13 pg .168 . The relationship between the rotation operator stabfished in Equation (2.47) and quaternions is presented in this section. A ratalion may be expressed in terms of a quaternion

$$
\begin{array}{llrl} 
& & \vec{b} & =g \vec{b} q^{*} \\
\text { where } & g & =\cos \theta / 2+\sin \theta / 2 \vec{\mu} \\
\text { and } & g^{*} & =\cos \theta / 2-\sin \theta / 2 \vec{\mu}
\end{array}
$$

A quaternion may be considered as four component matrix which has a scalar, $\alpha=\cos \theta / 2$ as a first term, plus the three vector components, $\vec{u}=\sin \theta / 2 \vec{\mu}$. This results in the following:

$$
\begin{align*}
& \vec{b}^{\prime}=(a+\vec{u}) \vec{b}(a-\vec{u}) \\
& \overrightarrow{b^{\prime}}=\alpha \vec{b} \alpha-\alpha \vec{b} \vec{u}+\vec{u} \vec{b} a-\vec{u} \vec{b} \vec{u} \tag{2.59}
\end{align*}
$$

Interpreting the results as

$$
\begin{gathered}
\alpha b \alpha=\alpha^{2} \vec{b} \quad \text { since } \alpha \text { is a scalar } \\
\alpha \vec{b} \vec{u}=\alpha(-\vec{b} \cdot \vec{u}+\vec{b} \otimes \vec{u})
\end{gathered}
$$

where the product of two vectors has been defined as,

$$
\begin{aligned}
\vec{b} \vec{u} & =-\vec{b} \cdot \vec{u}+\vec{b} \otimes \vec{u} \\
\vec{u} \vec{b} \vec{u} & =\vec{u}(\vec{b} \vec{u})=(\vec{u} \vec{b}) \vec{u} \\
& =-\vec{b} \cdot \vec{u} \vec{u}+\vec{u} \cdot \vec{u} \vec{b}-\vec{u} \cdot \vec{b} \vec{u}
\end{aligned}
$$

Combining the above relationships yields

$$
\begin{equation*}
\overrightarrow{b^{\prime}}=\left(a^{2}-\vec{u} \cdot \vec{u}\right) \vec{b}+2 \vec{u} \cdot \vec{b} \vec{u}+2 a \vec{u} \Delta \vec{b} \tag{2.60}
\end{equation*}
$$

when

$$
\begin{aligned}
& a=\cos \theta / 2 \\
& \vec{u}=\sin \theta / 2 \vec{\mu}
\end{aligned}
$$

then

$$
\begin{equation*}
g q^{*}=(a+\vec{u})(a-\vec{u})=a^{2}+\vec{u} \cdot \vec{u}=1 \tag{2.61}
\end{equation*}
$$

and $\quad \overrightarrow{b^{\prime}}=\cos \theta \vec{b}+(z-\cos \theta) \vec{\mu} \cdot \vec{b} \vec{u}+\sin \theta \vec{\mu} \otimes \vec{b}$

$$
\vec{b}^{\prime}=R \vec{b} \quad \text {, or } \quad b^{\prime}=R b \text { (see equation } 2.47 \text { ) }
$$

2.3.3 Relation To Direction Cosine Matrix

If the direction cosine matrix $D$ represents the relation between the vect or $b^{\prime}$ in a reference system and $b$ as measured in a local system, then

$$
\begin{equation*}
b=D b^{\prime} \tag{2.62}
\end{equation*}
$$

and

$$
b^{\prime}=D^{T} b
$$

Previously we defined a rotation matrix $R$ as an operator which, when applied to a vector measured in a particular coordinate system, would give the components in the same coordinate system of a new vector which was a rotation of the original vector.

The direction cosine matrix represents the relationship of the components of the same vector as expressed in two different coordinate systems, one rotated relative to the other. If the local system is described as have been rotated an angle $\theta$ about an axis $\mu$ from the reference, then

$$
\begin{equation*}
D^{T}=R=\mu \mu^{T}+\cos \theta\left(I-\mu \mu^{T}\right)+\sin \theta \mu \theta \tag{2.63}
\end{equation*}
$$

### 2.3.4 Time Derivative Relation Between Quaternions and Direction Cosine Matrix

Relationships are established between the time derivative of the direction cosine matrix and angular velocity which is then related to the time derivative of the quaternion. As previously established, a rotation of a vector $b$ to a vector ' $b$ ' is the following:

$$
b^{\prime}=D^{T}(t) b \quad \text { at time } t
$$

At a time later $t+\Delta$

$$
\begin{equation*}
b^{\prime \prime}=D^{T}(t+\Delta) b \tag{2.64}
\end{equation*}
$$

Then it is possible to write

$$
b^{\prime \prime}=R(\Delta) b^{\prime} \quad \text { using the rotation operator. }
$$

Combining these results in

$$
\begin{equation*}
b^{\prime \prime}=R(\Delta) D^{T}(t) b^{\prime \prime}=D^{T}(t+\Delta) b \tag{2.65}
\end{equation*}
$$

therefore from continuity

$$
D^{\top}(t+\Delta)=R(\Delta) D^{\top}(t)
$$

or

$$
\begin{equation*}
D(t+\Delta)=D(t) R^{\top}(\Delta) \tag{2.06}
\end{equation*}
$$

Writing the derivative $\dot{D}(t)$ as $\dot{D}(t)=\lim _{\Delta \rightarrow 0}\left[\frac{D(t+\Delta)-D(t)}{\Delta}\right]$

$$
\dot{D}(t)=\lim _{\Delta \rightarrow 0}\left[\frac{D(t)\left(R^{T}(\Delta)-I\right)}{\Delta}\right]
$$

Then

$$
\begin{equation*}
D(t)=\lim _{\Delta \rightarrow 0}\left[\frac{D(t)\left(\mu \mu^{\top}+\cos \theta(\Delta)\left(I-\mu \mu^{T}\right)-\sin \theta(\Delta) \mu \theta-I\right)}{\Delta}\right] \tag{2.67}
\end{equation*}
$$

Using L'Hospitals rule

$$
\begin{equation*}
D^{-\prime}(t) \dot{D}(t)=\frac{-d \theta}{d \Delta} \mu \otimes=-\dot{\theta} \mu \otimes \tag{2.68}
\end{equation*}
$$

Interpret $\mu$ as the instantaneous axis of rotation and $\theta^{\prime}$ as the angular time derivative. Thus the vector $\dot{\theta} \mu$ defined in Equation (2.68) is $D^{-1} \omega$, where $\omega$ is the angular velocity in the local reference system associated with D. From the matrix identity
$(A b) \otimes(A C) \equiv \operatorname{det}(A)\left(A^{T}\right)^{-1} b \otimes C$
we have $\left(D^{-1} \omega\right) \otimes\left(D^{-1} C\right)=D^{-1}(\omega \otimes C)$ or $\left(D^{-1} \omega\right) \otimes D^{-1} \equiv D^{-1} \omega \otimes$

Equation 2.68 may be rewritten as

$$
\begin{align*}
& \dot{D}^{-1}=-D \dot{D}^{-1}=-D\left(D^{-1} \omega\right) \otimes \dot{D}^{-1} \\
&=-D D^{-1} \omega \otimes \text { hence } \\
& \dot{D}^{-1}=D^{-1} \omega \otimes \tag{2.68a}
\end{align*}
$$

In quaternion notation, using $q$ instead of $R$,

$$
\begin{equation*}
D=q^{*} D_{0} q \tag{2.69}
\end{equation*}
$$

where the quaternion is defined to operate on the column vectors of the $D$ matrix, $D_{0}$ is the initial value of $D_{\text {, }}$

$$
\text { and } \begin{aligned}
& q^{*} q=1 \\
& q(0)=1
\end{aligned}
$$

Differentiating equation (2.69) with respect to time, yields

$$
\begin{aligned}
\dot{D} & =\dot{q}^{*} D_{0} q+q^{*} D_{0} \dot{q} \\
& =\dot{q}^{*} q D+D q^{*} q \\
& =-2\left(q^{*} \dot{g}\right) \otimes D
\end{aligned}
$$

since $q^{*} q^{*}$ and $-q^{*} q^{\prime}$ is a vector. This results the relationship
or

$$
2 q^{*} q^{*}=\omega
$$

$$
\begin{equation*}
\dot{g}=g \omega / 2 \tag{2.70}
\end{equation*}
$$

More explicitly, write $\dot{q}$ as

$$
\dot{q}=\frac{1}{2}\left(\begin{array}{cccc}
0 & -\omega_{1} & -\omega_{2} & -\omega_{3}  \tag{2.71}\\
\omega_{1} & 0 & \omega_{3} & -\omega_{2} \\
\omega_{2} & -\omega_{3} & 0 & \omega_{1} \\
\omega_{3} & \omega_{2} & -\omega_{1} & 0
\end{array}\right)\left(\begin{array}{l}
g_{0} \\
q_{1} \\
q_{2} \\
q_{3}
\end{array}\right) \equiv T_{q}
$$

where $\omega^{\mathrm{T}} \equiv\left(\omega, \omega_{2}, \omega_{3}\right)$
which has the characteristic equation

$$
\left(\lambda^{2}+\frac{1}{4} \omega \cdot \omega\right)^{2}=0
$$

and double roots

$$
\begin{align*}
& \lambda_{1}=\frac{\hat{i}}{2}|\omega|  \tag{2.72}\\
& \lambda_{2}=-\frac{\hat{i}}{2}|\omega|
\end{align*}
$$

and

Note that $T^{2}=\lambda^{2} I$. The projections are given by

$$
E_{\lambda_{1}}=\frac{1}{2}\left[I-\frac{T}{\lambda_{2}}\right]
$$

and

$$
E_{\lambda_{2}}=I-E_{\lambda_{1}}
$$

If $T$ is a constant, equation(2.71) has a solution

$$
\begin{equation*}
g(t)=e^{T t} g(0) \tag{2.73}
\end{equation*}
$$

where

$$
e^{T t}=\left(\cos \frac{1}{2}|\omega| t\right) I+\frac{\sin \frac{1}{2}|\omega| t}{1 / 2|\omega|} T
$$

Therefore it is possible to write,

$$
\begin{equation*}
g(t)=(\cos 1 / 2|\omega| t) g(0)+\frac{\sin 1 / 2|\omega| t}{1 / 2|\omega|} g(0) \tag{2.74}
\end{equation*}
$$

and

$$
\begin{equation*}
T g(0)=\dot{g}(0) \tag{2.75}
\end{equation*}
$$

In particular, if

$$
g(0)=\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right)
$$

and
then

$$
\dot{q}(0)=T q(0)=1 / 2\left(\begin{array}{c}
0 \\
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right)
$$

$$
g(t)=\left[\begin{array}{l}
\cos (1 / 2|\omega| t)  \tag{2.76}\\
\sin (1 / 2|\omega| t) \frac{\omega_{2}}{|\omega|} \\
\sin (1 / 2|\omega| t) \frac{\omega_{2}}{|\omega|} \\
\sin (1 / 2|\omega| t) \frac{\omega g}{|\omega|}
\end{array}\right]
$$

In quaternion notation, we have

$$
\begin{equation*}
q=\cos (1 / 2|\omega| t)+(\sin (1 / 2|\omega| t)) \frac{\omega}{|\omega|} \tag{2.77}
\end{equation*}
$$

which represents a rotation of angle $|\omega| t$ about the axis $\frac{\omega}{|\omega|}$.

### 2.4 DETERMINATION OF YAW, PITCH AND ROLL ANGLES OR EULER AIFGLES FROM DIRECTION COSINE MATRIX

The angular orientation of the segments in the 3-D program are computed and maintained in terms of the direction cosine matrices.

For input and output purposes, it is convenient to express the direction cosine matrices in terms of three rotation angles, either yaw, pitch and roll, or the Euler angles, spin, nutation and precession.

## 2.4 .1

## Computation of Yaw, Pitch and Roll

A direction cosine matrix can be computed as the product of three successive rotations about the coordinate axes (see Figure 2.7). This product can be expressed as $D=T_{x}(r) T_{y}(p) T_{z}(y)$, or in detail
$D=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & \cos r & \sin r \\ 0 & -\sin r & \cos r\end{array}\right] \quad\left[\begin{array}{ccc}\operatorname{cosp} & 0 & -\sin p \\ 0 & 1 & 0 \\ \sin p & 0 & \operatorname{cosp}\end{array}\right] \quad\left[\begin{array}{ccc}\operatorname{cosy} & \operatorname{siny} & 0 \\ -\sin y & \operatorname{cosy} & 0 \\ 0 & 0 & 1\end{array}\right]$

3
2
1
where in the above matrix product

1 - represents a yaw around the $z$ axis, $T_{z}(y)$
2 - represents a pitch about the resultant $y$ axis, $T_{y}(p)$
3 - represents a roll about the resultant $x$ axis, $T_{x}(r)$.

The complete matrix is given below:

$$
D=\left[\begin{array}{lll}
\cos p \cos y & \cos p \sin y & -\sin p \\
\binom{-\sin y \cos r}{+\sin r \sin p \cos y} & \binom{\cos y \cos r}{+\sin r \sin p \sin y} \\
\binom{+\sin y \sin r}{+\cos r \sin p \cos y} & \binom{-\sin r \cos y}{+\cos r \sin p \sin y} & \cos p \cos r
\end{array}\right]
$$

We have $\operatorname{tr}(D)=1+2 \cos \theta$, (Section 2.31).

$$
(\cos y / 2 \cos p / 2 \cos r / 2+\sin y / 2 \sin p / 2 \sin r / 2)^{2}=\cos ^{2} \theta / 2
$$

The direction cosine matrix defining the same orientation is:

$$
D=\left(d_{i j}\right) \text { for } \dot{i} \text { and } j=1 \text { to } 3
$$

The present routine computes yaw, pitch and roll angles with the relationships

$$
\begin{equation*}
y=\tan ^{-1}\left(\frac{d}{d 11}\right), p=-\sin ^{-1}\left(\frac{d}{13}\right), \mathrm{r}=\tan ^{-1}\left(\frac{\alpha_{23}}{\alpha 33}\right) \tag{2.78}
\end{equation*}
$$

Application of expressions (2.78) provide excellent results except in regions approaching $p= \pm \frac{\pi}{2}(\cos \rho \rightarrow 0)$. Additional relationships have been derived which may alleviate problems in this special region.

$$
\begin{aligned}
d_{22}+d_{31} & =\cos (y-r)(1+\sin p) \\
-d_{21}+d_{32} & =\sin (y-r)(1+\sin p) \\
d_{22}-d_{31} & =\cos (y+r)(1-\sin p) \\
d_{21}+d_{32} & =-\sin (y+r)(1-\sin p)
\end{aligned}
$$

hence if $\quad \sin p=1$
we have

$$
y-r=\tan ^{-1}\left(\frac{-d_{21}+d_{32}}{d_{22}+d_{31}}\right)
$$

and if

$$
\begin{aligned}
& \sin p=-1 \\
& y+t=\tan ^{-1}\left(\frac{-d_{21}-d_{32}}{d_{22}-d_{31}}\right)
\end{aligned}
$$

At these points (when cos $p=0, \sin p= \pm 1$ ) it is impossible to distinguish between yaw and roll hence some arbitrary decision must be made unless further information (such as memory of last point) is available.
2.4.2 Fuler Angles: Spin, Nutation and Precession

In a manner similar to the above the Euler angles may be obtained from the direction cosine matrix. The conventional notation as used in Reference ll is

$$
D=T_{z}(\psi) T_{x}(\theta) T_{j}(\phi)
$$

where $\psi, \theta$ and $\phi$ are termed the spin, nutation and precession angles, respectively. In particular the direction cosine matrix is expanded in the following manner and is illustrated in Figure (2.8:)

$$
\left[\begin{array}{lll}
\cos \psi & \sin \psi & 0 \\
-\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{array}\right] \quad\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & \cos \theta & \sin \theta \\
0 & -\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{lll}
\cos \phi & \sin \phi & 0 \\
-\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{array}\right]
$$

when multiplied yield.
$D=\left[\begin{array}{lllll}\cos \psi & \cos \phi & \cos \psi & \sin \phi & \sin \psi \sin \theta \\ -\sin \psi & \cos \theta \sin \phi & +\sin \psi & \cos \theta \cos \phi & \\ & & -\sin \psi & \sin \phi & \cos \psi \sin \theta \\ -\sin \psi & \cos \phi & +\cos \psi & \cos \theta \cos \phi & \\ -\cos \psi & \cos \theta \sin \phi & & & \\ & & -\sin \theta & \cos \phi & \cos \theta\end{array}\right]$

As before the Euler angles may be computed by

$$
\theta=\cos ^{-1}\left(d_{33}\right), \quad \psi=\tan ^{-1}\left(d_{13} / d_{23}\right), \quad \phi=\tan ^{-1}\left(d_{31} /-d_{32}\right)
$$

in almost all cases (i.e., $\theta \neq 0$, or $\theta \neq \pi$ ).

For the special cases of $\theta=0$ or $\pi$ the following relationships may be used.

$$
\theta=0 \quad \theta=\begin{gathered}
\theta=\pi \\
\tan ^{-1}\left(\frac{d_{12}-d_{21}}{d_{11}+d_{22}}\right) \quad \phi-\psi=\tan ^{-1}\left(\frac{d_{12}+d_{21}}{\alpha_{11}-d_{22}}\right)
\end{gathered}
$$

Again, for these special cases it is impossible to distinguish between the spin and precession. An arbitrary decision could be made such as setting $\boldsymbol{\psi}=0$ and computing $\phi$ from the above table. An alternate solution is to use additional information such as memory of the last angle values to alleviate the problem.


Figure 2.7 YAW, PITCH, ROLL


Figure 2.8 EULER ANGLES

## SECTION 3

VECTOR EXPONENTIAL INTEGRATOR

### 3.1 INTRODUCTION

In large scale simulations, such as the Calspan Three-Dimensional Crash Victim Simulation computer program, where the amount of computer time can become overly excessive to produce integration results to a desired degree of accuracy, it becomes very desirable to determine those integration techniques that are capable of producing the best integration accuracy for a minimum expenditure of computer time. Throughout the development of the CVS, Calspan has been continually investigating different integration techniques to achieve these goals.

A new integrator, called the Vector Exponential Integrator, has been incorporated into CVS-IV that duplicated results obtained with the CVS-III integrator but required only about $10 \%$ of the computer time for a test case where the CVS-III integration control parameters to achieve comparable results on IBM and CDC computers were determined by NHTSA personnel. Other studies at Calspan (Sections 3.4 and 3.5) indicate that, for the same amount of computer time, the accuracy of integration is significantly improved with the new integrator.

### 3.2 MATHEMATICAL FORMULATION OF THE INTEGRATION PROCEDURE

To describe the procedure used by this integrator, consider the first order differential equation

$$
\begin{equation*}
\dot{x}=f(x, t) \tag{3.1}
\end{equation*}
$$

The solution of equation 3.1 may be written as

$$
\begin{equation*}
x(t)=x(0)+\int_{0}^{t} e^{\alpha(t-\tau)}[f(x(\tau), \tau)-\alpha(x(\tau)-x(0))] d \tau \tag{3.2}
\end{equation*}
$$

where $\alpha$ is a constant to be determined.

Assume that $f$ may be approximated by

$$
\begin{equation*}
\dot{x}(t)=f(x(t), t) \simeq \alpha x(t)+a_{0}+a_{1} t+a_{2} t^{2} \tag{3.3}
\end{equation*}
$$

where $\alpha, a_{0}, a_{1}$ and $a_{2}$ are parameters to be determined. We then have

$$
x(t)=x(0)+\int_{0}^{t} e^{\alpha(t-\tau)}\left[\alpha x(0)+a_{0}+a_{1} \tau+a_{2} \tau^{2}\right] d \tau
$$

or

$$
\begin{equation*}
x(t)=x(0)+\left(\alpha x(0)+a_{0}\right) t e_{0}(t)+a_{1} t^{2} e_{1}(t)+a_{2} t^{3} e_{2}(t) \tag{3.5}
\end{equation*}
$$

where

$$
\begin{aligned}
& e_{0}(t)=\left(e^{\alpha t}-1\right) /(\alpha t) \rightarrow 1 \quad \text { as } \alpha t \rightarrow 0 \\
& e_{1}(t)=\left(e_{0}^{\alpha t}-1\right) /(\alpha t) \rightarrow 1 / 2 \text { as } \alpha t \rightarrow 0 \\
& e_{2}(t)=\left(2 e_{1}^{\alpha t}-1\right) /(\alpha t) \rightarrow 1 / 3 \text { as } \alpha t \rightarrow 0
\end{aligned}
$$

(The presence of the exponential function is the reason for the name exponential integrator.)

The behavior of the integrator is determined by the method used for determining the four parameters, $\alpha, a_{0}, a_{1}$ and $a_{2}$. In the latest version, the integrator operates in two modes, a reset mode and a memory mode. In both modes the parameters are selected to fit the computed derivatives at $t=0$,
the beginning of an integration interval, Hence we may rewrite equation 3,3 as

$$
\begin{equation*}
\dot{x}(t)=\alpha(x(t)-x(0))+x(0)+a_{1} t+a_{2} t^{2} \tag{3.6}
\end{equation*}
$$

In the memory mode, when a successful integration step has been completed over a time interval $h, t+h$ is substituted for $t$, so that $t=0$ is always the start of a new time interval. This yields

$$
\begin{align*}
\dot{x}(t+h) & =\alpha(x(t+h)-x(h))+\left(a_{1}+2 a_{2} h\right) t+a_{2} t^{2}  \tag{3.7}\\
& +\alpha(x(h)-x(0))+\dot{x}(0)+a_{1} h+a_{2} h^{2}
\end{align*}
$$

The functions are then redefined so that the form of equation 3.6 is preserved, where

```
new \(a_{1}=a_{1}+2 a_{2} h\)
new \(\quad a_{2}=a_{2}\)
new \(\dot{x}(0)=\) old \(\dot{x}(h)\) is used in place of \(\alpha(x(h)-x(0))+\dot{x}(0)+a_{1} h+a_{2} h^{2}\)
new. \(x(t)=\) old \(x(t+h)\)
```

These values are used to estimate the value of $x(t)$ at the first half step of the next interval, i.e., when $t=h / 2$. In the reset mode, the parameters $\alpha, a_{1}$ and $a_{2}$ are set to zero.

The integrator uses a procedure similar to that used by a basic Runge-Kutta with the steps as follows:

Step 1: First midpoint calculation at $t=h / 2$.
a) $x(h / 2)$ is evaluated using equation 3.5.
b) $\dot{x}(h / 2)$ is evaluated by calling Subroutine PDAUX.
c) The parameter $\alpha$ is unchanged,
d) In the memory mode, the parameters $a_{1}$ and $a_{2}$ are modified so that the fit for the derivative is exact at $t=0$ and is least squares fitted to the values of the derivative at the beginning and middle of the previous interval and to the value just determined.
e) In the reset mode, $a_{1}$ is set to give a linear fit to $\dot{x}(0)$ and $x(h / 2)$ with $\alpha=a_{2}=0$.

Step 2: Second mid-point calculation at $t=h / 2$.
a) $x(h / 2)$ is evaluated using equation 3.5.
b) $\dot{x}(h / 2)$ is evaluated by a call to Subroutine PDAUX.
c) The parameter $\alpha$ is updated.
d) In the memory mode, parameters $a_{1}$ and $a_{2}$ are computed to fit the values of the derivatives at $t=0, t=$ previous mid-point and the average value of the derivatives obtained in this and the previous step.
e) In the reset mode, the parameter, $a_{1}$, is set to give a linear fit to the value at $t=0$ and the average value at $t=h / 2$.

Step 3: First end point calculation at $t=h$,
a) $x(h)$ is evaluated using equation 3.5.
b) $\dot{x}(h)$ is evaluated by a call to Subroutine PDAUX.
c) The parameter $\alpha$ is unchanged.
d) In both modes, the parameters $a_{1}$ and $a_{2}$ are computed to fit the value at $t=0$, the average at $t=h / 2$ and the value at $\mathrm{t}=\mathrm{h}$ just computed.

Step 4: Second end point calculation at $t=h$,
a) $x(h)$ is evaluated using equation 3.5 .
b) $\dot{x}(h)$ is evaluated by a call to Subroutine PDAUX.
c) The parameter $\alpha$ is updated.
d) In both modes, the parameters $a_{1}$ and $a_{2}$ are evaluated as they were in Step 3d.
e) Tests for convergence (to be described later) are performed. If the convergence test passes, the integrator has successfully completed a step and we proceed to the substitution $t \leftarrow t+h$ as explained previously. If the integrator has successfully completed three consecutive steps for the same value of $h$, the value of $h$ is doubled but is limited to the input parameter $h_{\text {max }}$. Control is then returned to Step 1.
f) If the convergence test has failed and if the specified number of iterations of Steps 4 and 5 have not been made (as controlled by the input parameter NDINT), control is then passed to Step 5.
g) If the convergence test has failed and the specified (NDINT) number of iterations have been made, the step size $h$ is halved and the process is repeated by returning to Step 1. However, if $h$ is already less than the allowed minimum step size (as controlled by the input parameter $\mathrm{h}_{\text {min }}$ ), the integration test is considered successful and the $t \leftarrow t+h$ substitution is made and control is passed to Step 1.

Step 5: Additional calculation at mid-point, $\mathrm{t}=\mathrm{h} / 2$.
a) $x(h / 2)$ is evaluated using equation 3.5 .
b) $\dot{x}(h / 2)$ is evaluated by a call to Subroutine PDAUX.
c) The parameter $\alpha$ is updated.
d) In both modes, the parameters $a_{1}$ and $a_{2}$ are evaluated to fit exactly at $\mathrm{t}=0$, the last value at $\mathrm{t}=\mathrm{h}$ and the new value at $\mathrm{t}=\mathrm{h} / 2$ just computed.

Step 4 is then repeated except that the value just computed at $t=h / 2$ is used for $\dot{x}(h / 2)$. Where the standard Runge-Kutta method evaluates functions only at $t=0$ (or end of previous step), $t=h / 2 ; t=h / 2$ and $t=h$, the new integrator now tests for convergence, and revaluates $t=h / 2$ and $t=h$ for NDINT iterations if the convergence test fails. However, the convergence test may pass at any $t=h$ evaluation. Although it seems that increasing NDINT may cause extra functional evaluations and hence expend additional computer time; if the extra functional evaluation can reduce the error and cause the convergence test to now pass, this may prove to be more efficient
than the additional functional evaluations made necessary by halving the step size, The sequence of functional evaluations is summarized in Table 3.1.

The integrator treats each variable separately by the preceeding process. There are two exceptions to this, one is the determination of the value of $\alpha$ and the other is the translation of $t$ in the parameters associated with the quaternions.

### 3.2.2 Determination of the Value of $\alpha^{\circ}$

The variables are treated in their three component vector form $\bar{x}$ and $\overline{\dot{x}}$, the same value of $\alpha$ is used for each of the three components of the vector, but a different $\alpha$ is evaluated for each vector. This is the reason for the name Vector Exponential Integrator.

## Let

$$
\begin{equation*}
\overline{\dot{x}}(t) \simeq \alpha(\bar{x}(t)-\bar{x}(0))+\bar{x}(0)+\bar{a}_{1} t+\bar{a}_{2} t^{2} \tag{3.8}
\end{equation*}
$$

be the vector form of equation 3.5. If two different determinations of $\overline{\dot{x}}(t)$ and $\bar{x}(t)$ are made at the same time point $t$, we have

$$
\begin{aligned}
& \bar{x}_{1}(t) \simeq \alpha\left(\bar{x}_{1}(t)-\bar{x}(0)\right)+\bar{x}(0)+\bar{a}_{1} t+\bar{a}_{2} t^{2} \\
& \bar{x}_{2}(t) \simeq \alpha\left(\bar{x}_{2}(t)-\bar{x}(0)\right)+\overline{\dot{x}}(0)+\bar{a}_{1} t+\bar{a}_{2} t^{2}
\end{aligned}
$$

Subtraction yields

$$
\begin{equation*}
\bar{x}_{2}(t)-\bar{x}_{1}(t) \simeq \alpha\left(\bar{x}_{2}(t)-\bar{x}_{1}(t)\right) \tag{3.9}
\end{equation*}
$$

Table 3.1 SUMMARY OF INTEGRATION STEPS

| Step <br> No. | Time <br> Point | Time Point Used to <br> Compute $\mathrm{a}_{1}$ and $\mathrm{a}_{2}$ | Exponential <br> Factor |  |
| :--- | :--- | :--- | :--- | :--- |

Sequence of steps: $1,2,3,4(1), 5,4(2), 5, \ldots, 4$ (NDINT)

If this process is done at several time points, we may make a least square determination of $\alpha$ by

$$
\begin{equation*}
\alpha=\frac{\sum_{n}^{\Sigma}\left(\bar{x}_{2}\left(t_{n}\right)-\bar{x}_{1}\left(t_{n}\right)\right) \cdot\left(\bar{x}_{2}\left(t_{n}\right)-\bar{x}_{1}\left(t_{n}\right)\right)}{\sum_{n}^{\Sigma\left|\bar{x}_{2}\left(t_{n}\right)-\bar{x}_{1}\left(t_{n}\right)\right|^{2}}=\frac{U}{V}, ~ \frac{U}{n}} \tag{3.10}
\end{equation*}
$$

The values of the numerator and denominator are carried separately as $U$ and $V$ so that they may be updated when new data points are obtained. In the memory mode, when t is translated by $\mathrm{t}=\mathrm{t}+\mathrm{h}, \mathrm{U}$ and V are decreased by a memory factor which depends exponentially on the value of the step size h just completed. In the reset mode, both $U$ and $V$ are initialized to zero.

### 3.2.3 Integrator Convergence Tests

The Vector Exponential Integrator obtains two sets of derivatives in vector form. One set, considered to be the computed value and denoted by $\overline{\mathrm{x}}_{c}(\mathrm{t})$, is obtained by a call to Subroutine PDAUX. The other, considered to be the estimated value and denoted by $\overline{\mathrm{x}}_{e}(t)$, is evaluated from the functional form of equation 3.8 using the latest values of the parameters (repeated for convenience).

$$
\begin{equation*}
\overline{\dot{x}}_{e}(t) \simeq \alpha(\bar{x}(t)-\bar{x}(0))+\overline{\dot{x}}(0)+\bar{a}_{1} t+\bar{a}_{2} t^{2} \tag{3.11}
\end{equation*}
$$

If $\alpha$ is large, this estimated value is very sensitive to perturbations of $\bar{x}(t)$. Consider the error measure $\varepsilon^{2}$ defined by

$$
\begin{equation*}
\varepsilon^{2}=\frac{\left|\overline{\dot{x}}_{e}(t)+\alpha \bar{\delta}-\overline{\dot{x}}_{c}(t)\right|^{2}}{\left|\bar{x}_{c}(t)\right|^{2}}+\lambda \frac{|\bar{\delta}|^{2}}{|\bar{x}(t)|^{2}} \tag{3.12}
\end{equation*}
$$

where
$\bar{\delta}=$ perturbation of $\bar{x}(t)$
$\lambda=$ arbitrary constant weight (present version assumes $\lambda=1$ )

Equation 3.12 is minimized when

$$
\begin{equation*}
\delta=\frac{\alpha\left(\overline{\dot{x}}_{c}-\overline{\mathrm{x}}_{e}\right)}{\alpha^{2}+\lambda\left|\overline{\mathrm{x}}_{c}\right|^{2} /|\overline{\mathrm{x}}|^{2}} \tag{3.13}
\end{equation*}
$$

and has the value

$$
\begin{equation*}
\varepsilon_{\min }^{2}=\frac{\left|\bar{x}_{c}-\overline{\dot{x}}_{e}\right|^{2}}{\left|\bar{x}_{c}\right|^{2}+\alpha^{2}|\bar{x}|^{2} / \lambda} \tag{3.14}
\end{equation*}
$$

Note that when $\alpha^{2} / \lambda=0$, this reduces to a relative squared error of the derivative as was tested in the previous integrator in CVS-III.

For each vector variable which is integrated, the user supplies three levels of test numbers ( $\mathrm{T}_{1}, \mathrm{~T}_{2}$ and $\mathrm{T}_{3}$ ) that are used by the Vector Exponential Integrator to test for integrator convergence.

The procedure to test for integrator convergence is as follows:
a. If the magnitude test $T_{1}$ is zero, no further testing is performed and the test is considered passed for this vector variable.
b. If $\mathrm{T}_{1} \neq 0$ and if $\left|\overline{\mathrm{x}}_{\mathrm{c}}\right|^{2} \leq \mathrm{T}_{1}{ }^{2}$, no further testing is performed and the test is considered passed for this vector variable.
c. If the absolute error test $T_{2} \neq 0$ and $\left|\overline{\dot{x}}_{c}-\overline{\dot{x}}_{e}\right|^{2} \leq T_{2}{ }^{2}$,
$\therefore$ no further testing is performed for this vector variable and the test is considered to have passed.
d. If $\varepsilon_{\text {min }}^{2}>T_{3}^{2}$, the relative error test parameter, the integrator convergence test has failed; otherwise this vector variable has passed and the procedure is then repeated for all vector variables.

It should be noted that for an integration step to be considered as successful, all vector variables must pass the above sequence of tests; whereas any single vector variable failing Step $d$ will cause the integration step to fail.

### 3.3 ANALYTICA $\vec{L}$ SOLUTION OF FREE BOOYY ANGLLLAR MOTION

The angular momentum vector in inertial reference of a single segment is given by the matrix relation

$$
\begin{equation*}
\mathrm{h}=\mathrm{D}^{-1} \Phi \omega \tag{3.15}
\end{equation*}
$$

where

D is the direction cosine matrix
$\Phi$ is the inertia matrix (tensor), and
$\omega$ is a vector representing the angular velocity about the principal axes in local reference.

If the segment has no external torques acting on it, then $h$ is a constant and the equation of motion is obtained by taking the time derivative of equation 3.15 .

$$
\begin{equation*}
\dot{h}=\left(D^{-1} \Phi \omega\right)=D^{-1} \dot{\bullet} \dot{\omega}+D^{-1} \omega \times \Phi \omega=0 \tag{3.16}
\end{equation*}
$$

Equation 3.16 can be solved for the angular acceleration vector

$$
\begin{equation*}
\dot{\omega}=-\Phi^{-1} \omega 囚 \Phi \omega \tag{3.17}
\end{equation*}
$$

It can be shown that

$$
\begin{equation*}
\omega \cdot \dot{\Phi \omega}=0 \tag{3.18}
\end{equation*}
$$

hence

$$
\begin{equation*}
\omega \cdot \Phi \omega=2 E \tag{3.19}
\end{equation*}
$$

which is a constant where E is the energy. Also,

$$
\begin{equation*}
(\Phi \omega) \cdot(\Phi \omega)=h \cdot h \text { is constant } \tag{3.20}
\end{equation*}
$$

If $\Phi$ is a diagonal matrix, equation 3.17 may be written as

$$
\begin{equation*}
\dot{\omega}_{1}=\omega_{2} \omega_{3} / a_{1} \tag{3.21}
\end{equation*}
$$

$$
\dot{\omega}_{2}=\omega_{3} \omega_{1} / a_{2}
$$

$$
\dot{\omega}_{3}=\omega_{1} \omega_{2} / a_{3}
$$

where
$a_{1}=\Phi_{1} /\left(\Phi_{2}-\Phi_{3}\right)$
$a_{2}=\Phi_{2} /\left(\Phi_{3}-\Phi_{1}\right)$
and

$$
a_{3}=\Phi_{3} /\left(\Phi_{1}-\Phi_{2}\right)
$$

The following cases may then be considered:

Case I: The segment has equal principal moments of inertia, i.e., $\Phi_{1}=\Phi_{2}=\Phi_{3}$.

In this case, equation 3.17 becomes $\dot{\omega}=0$, hence, $\omega$ is a constant. The instantaneous angular position is described by the quaternion, $q$, where

$$
\begin{equation*}
q=\cos \frac{|\omega| t}{2}+\frac{\omega}{|\omega|} \sin \frac{|\omega| t}{2} \tag{3.22}
\end{equation*}
$$

and the direction cosine matrix by

$$
\begin{equation*}
D=(\cos |\omega| t) I+(1-\cos |\omega| t) \frac{\omega \omega^{\cdot}}{\omega \cdot \omega}-(\sin |\omega| t) \frac{\omega \otimes}{|\omega|} \tag{3.23}
\end{equation*}
$$

Case II: The segment has two equal principal moments of inertia, i,e., $\Phi_{1}=\Phi_{2} \neq \Phi_{3}$.

In this case, since $\dot{\omega}_{3}=0, \dot{\omega}_{1}$ in equation 3.21 may be differentiated to yield

$$
\begin{equation*}
\dot{\omega}_{1}=\dot{\omega}_{2} \omega_{3} / a_{1}=\omega_{1} \omega_{3} / a_{1} a_{2} \tag{3.24}
\end{equation*}
$$

The solution is

$$
\begin{aligned}
& \omega_{1}=\omega_{1} \cos \Omega t+\frac{\omega_{2}{ }_{0}{ }^{\omega_{3}}}{a_{1}} \frac{\sin \Omega t}{\Omega} \\
& \omega_{2}=\omega_{2} \cos \Omega t+\frac{\omega_{3}}{\omega_{0}}{ }^{\omega_{1}} \\
& \omega_{3}=\omega_{3} \\
& \frac{\sin \Omega t}{\Omega}
\end{aligned}
$$

where

$$
\begin{equation*}
\Omega=\left(\frac{\omega_{3}^{2}}{-a_{1} a_{2}}\right)^{1 / 2}=\left|\omega_{3}\left(\Phi_{3}-\Phi_{1}\right) / \Phi_{1}\right| \tag{3.26}
\end{equation*}
$$

In terms of the Euler angles ${ }^{(1)}, \phi, \theta, \psi$ (precession, nutation and spin), if we let
and

$$
\begin{align*}
& \Phi_{1} \omega_{1} /|h|=\sin \psi \sin \theta \\
& \Phi_{2} \omega_{2} /|h|=\cos \psi \sin \theta \tag{3.27}
\end{align*}
$$

the momentum vector, $h$, will be aligned with the inertial $z$ axis; the nutation angle, $\Theta$, will be constant; and the spin angle, $\psi$, may be computed directly as

$$
\begin{equation*}
\psi=\tan ^{-1} \frac{\omega_{1}}{\omega_{2}} \tag{3.28}
\end{equation*}
$$

The precession angle, $\phi$, is determined by the relation

$$
\begin{equation*}
\dot{\phi} \sin \theta=\omega_{1} \sin \psi+\omega_{2} \cos \psi=\frac{|h|}{\Phi_{1}} \sin \theta \tag{3.29}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\dot{\phi}=|h|_{/ \Phi_{1}} \tag{3.30}
\end{equation*}
$$

is a constant, and

$$
\begin{equation*}
\phi=\phi_{0}+\left(|h| / \Phi_{1}\right) t \tag{3.31}
\end{equation*}
$$

(1) See Section 2.4.

Case III: The principal moments of inertia are all unequal.

$$
\text { It is no restriction to assume that } \Phi_{1}<\Phi_{2}<\Phi_{3} \text {. Equation } 3.21 \text { may }
$$

then be written as

$$
\begin{equation*}
a_{1} \omega_{1} \dot{\omega}_{1}=a_{2} \omega_{2} \dot{\omega}_{2}=a_{3} \omega_{3} \dot{\omega}_{3}=\omega_{1} \omega_{2} \omega_{3} \tag{3.32}
\end{equation*}
$$

Integrating equation 3.32 yields

$$
\begin{equation*}
a_{1}\left(\omega_{1}{ }^{2}-\omega_{1}{ }_{0}^{2}\right)=a_{2}\left(\omega_{2}^{2}-\omega_{2}{ }^{2}\right)=a_{3}\left(\omega_{3}^{2}-\omega_{3}{ }^{2}\right) \tag{3.33}
\end{equation*}
$$

$\omega_{1}$ and $\omega_{3}$ may be expressed as functions of $\omega_{2}$ and substitution then yields

$$
\begin{equation*}
a_{2} \dot{\omega}_{2}=\left\{\left[-a_{2}\left(\omega_{2}^{2}-\omega_{2}{ }^{2}\right)-a_{1} w_{0} 1_{0}^{2}\right]\left[-a_{2}\left(\omega_{2}^{2}-\omega_{2}{ }_{0}^{2}\right)-a_{3}^{\omega_{3}}{ }_{0}^{2}\right] / a_{1} a_{3}\right\}^{1 / 2} \tag{3.34}
\end{equation*}
$$

If we let

$$
\begin{aligned}
& \min =\operatorname{minimum}\left(a_{2} \omega_{2}{ }^{2}-a_{1} \omega_{1}{ }_{0}^{2}, a_{2} \omega_{2}{ }_{0}^{2}-a_{3} \omega_{3}{ }_{0}^{2}\right) \\
& \max =\operatorname{maximum}\left(a_{2} \omega_{2}{ }^{2}-a_{1} \omega_{1}{ }_{0}^{2}, a_{2} \omega_{2}{ }_{0}^{2}-a_{3} \omega_{3}^{2}\right) \\
& \omega_{2}=y \sqrt{\min / a_{2}}
\end{aligned}
$$

and $m=\min / \max$
then equation 3.34 may be written as

$$
\begin{equation*}
\dot{y}=\sqrt{\frac{\max }{a_{1} a_{2} a_{3}}} \sqrt{\left(1-y^{2}\right)\left(1-m y^{2}\right)} \tag{3.37}
\end{equation*}
$$

Now by defining

$$
\begin{equation*}
u=\int_{0}^{y} \frac{d y}{\sqrt{\left(1-y^{2}\right)\left(1-m y^{2}\right)}} \tag{3.38}
\end{equation*}
$$

as an Elliptic Integral of the First Kind, and

$$
\begin{equation*}
y=\operatorname{sn}(u) \tag{3.39}
\end{equation*}
$$

as the corresponding Jacobian Elliptic Function ${ }^{(2)}$, one obtains

$$
\begin{equation*}
\omega_{2}=\sqrt{\frac{\min }{a_{2}}} \text { sn }\left(\left[t-t_{0}\right] \sqrt{\frac{\max }{a_{1} a_{2} a_{3}}}+\operatorname{sn}^{-1}\left[\omega_{2} \sqrt{\frac{a_{2}}{\min }}\right]\right) \tag{3.40}
\end{equation*}
$$

Further, if $\min =a_{2} \omega_{2}{ }^{2}-a_{1} \omega_{1}{ }_{0}^{2}$, then

$$
\begin{align*}
& \omega_{1}^{2}=-\left(\frac{\min }{a_{1}}\right) \mathrm{cn}^{2}(\mathrm{u})  \tag{3.41}\\
& \omega_{3}^{2}=-\left(\frac{\max }{\mathrm{a}_{3}}\right) \mathrm{dn}^{2}(\mathrm{u}) \tag{3.42}
\end{align*}
$$

or, if min $=a_{2} \omega_{2}{ }^{2}-a_{3} \omega_{3}{ }_{0}^{2}$, then

$$
\begin{align*}
& \omega_{1}^{2}=-\left(\frac{\max }{a_{1}}\right) \operatorname{dn}^{2}(u)  \tag{3.43}\\
& \omega_{2}^{2}=-\left(\frac{\min }{a_{3}}\right) \mathrm{cn}^{2}(u)
\end{align*}
$$

(2) Reference 10 .
where $u$ is the argument of the $s n$ function used for $\omega_{2}$ in equation 3.40. Care must be taken in selecting the signs of the square roots which must be chosen to yield the proper signs for $\omega$ and $\omega$. Also note that

$$
\begin{align*}
& \operatorname{sn}^{2}(u)+\mathrm{cn}^{2}(\mathrm{u}) \equiv 1  \tag{3.44}\\
& \mathrm{dn}^{2}(\mathrm{u})+\mathrm{m} \mathrm{sn}^{2}(\mathrm{u}) \equiv 1
\end{align*}
$$

The angular position may be determined in a manner similar to equation 3.27 , namely

$$
\begin{align*}
& \Phi_{3} \omega_{3} /|h|=\cos \theta  \tag{3.45}\\
& \frac{\Phi_{1} \omega_{1}}{\Phi_{2} \omega_{2}}=\tan \psi
\end{align*}
$$

and equation 3.30 becomes

$$
\begin{align*}
\dot{\phi} & =|\mathrm{h}|\left[\frac{\sin ^{2} \psi}{\Phi_{1}}+\frac{\cos ^{2} \psi}{\Phi_{2}}\right]  \tag{3.46}\\
& =|\mathrm{h}| \frac{\Phi_{1} \omega_{1}^{2}+\Phi_{2} \omega_{2}^{2}}{\Phi_{1}^{2} \omega_{1}^{2}+\Phi_{2}^{2} \omega_{2}^{2}}
\end{align*}
$$

Note that in the general case, $\theta$ and $\dot{\phi}$ are not constant as they were when $\Phi_{1}=\Phi_{2}$.

Further substitution into equation 3.46 yields

$$
\begin{align*}
\dot{\phi} & =|\mathrm{h}| \frac{\left(\Phi_{3}-\Phi_{2}\right)+\left(\Phi_{2}-\Phi_{1}\right) \mathrm{k} \mathrm{sn}^{2}(\mathrm{u})}{\Phi_{1}\left(\Phi_{\left.3^{-\Phi} \Phi_{2}\right)+\Phi_{3}\left(\Phi_{2}-\Phi_{1}\right) \mathrm{k} \operatorname{sn}^{2}(u)}\right.} \\
& =|\mathrm{h}| \quad\left[\Phi_{3}^{-1}+\frac{\Phi^{-1}-\Phi_{3}^{-1}}{1+n k \operatorname{sn}^{2}(\mathrm{u})}\right] \tag{3.47}
\end{align*}
$$

where

$$
\mathrm{n}=\frac{\Phi_{3}\left(\Phi_{2}-\Phi_{1}\right)}{\Phi_{1}\left(\Phi_{3}-\Phi_{2}\right)}
$$

and

$$
\begin{aligned}
k & =1 \text { if } \min =a_{2} \omega_{2}{ }_{o}^{2}-a_{1} \omega_{1}{ }_{o}^{2} \\
& =m \text { if min }=a_{2} \omega_{2}{ }_{o}^{2}-a_{3} \omega_{3}{ }_{o}^{2}
\end{aligned}
$$

This is now in a form that can be expressed in terms of Elliptic Integrals of the Third Kind which are defined as

$$
\begin{equation*}
\pi(n ; u \mid m)=\int_{0}^{u}\left[1-n \operatorname{sn}^{2}(\omega)\right]^{-1} d \omega \tag{3.48}
\end{equation*}
$$

The solution of equation 3.47 may be written as

$$
\begin{equation*}
\phi=\phi_{0}+|\mathrm{h}| \frac{\mathrm{t}-\mathrm{t}_{\mathrm{o}}}{\Phi_{3}}+\mathrm{C}\left[\pi(\mathrm{nk} ; \mathrm{u} \mid \mathrm{m})-\pi\left(\mathrm{nk} ; u_{o} \mid \mathrm{m}\right)\right] \tag{3.49}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathrm{C}=|\mathrm{h}|\left(\Phi_{1}^{-1}-\Phi_{3}^{-1}\right) \sqrt{\frac{a_{1} a_{2} a_{3}}{\max }} \\
& u=\operatorname{sn}^{-1}\left(\omega_{2} \sqrt{a_{2} / \min }\right) \\
& u_{o}=\operatorname{sn}^{-1}\left(\omega_{2} \sqrt{a_{2} / \min }\right)
\end{aligned}
$$

Users of CVS-III have experienced difficulty in those cases that involve rapid angular motion of individual body segments, Examples of this are (1) the basic test case Calspan has supplied on previous program tapes when the feet make initial contacts with the floorboard and toeboard, and (2) pedestrian runs by Chrysler Corporation for the RSV program when the hands make initial contact with the hood. In both cases, these were small body extremities making hard contacts near the beginning of the simulation, Attempts to control the resulting rapid angular motion by varying the input of the integrator control parameters forced the integrator to the specified minimum time step intervals, resulting in excessive computer CPU time, and produced questionable results.

It became suspect that the integrating techniques used by CVS-III were either incorrect or incapable of properly integrating angular motion. It was decided to run computer simulations of a single rotating segment for a case where the exact analytical solution is known to study the accuracy of the integration of angular motion produced by the new integrator. The analytical solution of free body angular motion is given in Section 3.3.

### 3.4.1 Computer Simulation Inputs.

The basic inputs for the test case were given by:
(1) One segment and zero joints (Card B.1).
(2) Principal moments of inertia (Card B.2), $\Phi_{x}, \Phi_{y}$ and $\Phi_{z}\left(\operatorname{or} \Phi_{1}, \Phi_{2}\right.$ and $\left.\Phi_{3}\right)=1,2$ and 3.
(3) The input yaw, pitch and roll (Card G.3),

$$
\begin{aligned}
& y=\tan ^{-1} \frac{2}{-1}=116.565051 \mathrm{deg} \\
& p=\sin ^{-1} \sqrt{5 / 14}=36.6992252 \mathrm{deg} . \\
& r=0 \mathrm{deg} .
\end{aligned}
$$

These were chosen so that the momentum vector would coincide with the $Z$ axis. Note that CVS program normally computes the initial direction cosine matrix by reversing the order of the input rotation angles (yaw, pitch, and roll), i.e.,

$$
D=D_{y} D_{p} D_{r}
$$

whereas for output purposes, the rotation angles are defined by

$$
D=D_{r} D_{p} D_{y}
$$

(4) The initial angular velocities (Card G.3),

$$
\omega_{x}, \omega_{y} \text { and } \omega_{z}\left(\text { or } \omega_{1}, \omega_{2} \text { and } \omega_{3}\right)=36799.3780 \mathrm{deg} / \mathrm{sec} .
$$

These were chosen such that the frequency of the components of angular velocity would be 100 cycles per second, the period of one cycle to be exactly 10 msec . This value is obtained in radians $/ \mathrm{sec}$ by

$$
\omega=200 \sqrt{3} \mathrm{~K}(\mathrm{~m})
$$

where $K(m)$ is the complete elliptic integral of the first kind for $m=1 / 2$.
(5) There are no specified contacts and the segment is falling under the influence of $g$ (Card A.3).

### 3.4.2 Additional Simulation Outputs

In addition the output routine was modified to give the following outputs for every successful integration step.
(1) The segment angular velocity was changed from rev/sec in vehicle reference to rad/sec in local reference.
(2) The components and magnitude of the momentum vector, $h$, given by

$$
(\Phi \omega) \cdot(\Phi \omega)=h \cdot h
$$

This should remain constant, with the $x$ and $y$ components equal to zero.
(3) The constant $\sqrt{2 E}$, where $E$ is the energy, given by

$$
\omega \cdot(\Phi \omega)=2 E
$$

(4) In addition to the angular displacements, $y, p$ and $r$, computed from

$$
D=D_{r} D_{p} D_{y}
$$

the Euler angles, $\psi, \theta$ and $\phi$, were printed in degrees from

$$
D=T_{z}(\psi) T_{x}(\theta) T_{z}(\phi)
$$

(5) The following angles, in degrees, are computed as follows and theoretically should equal the indicated rotation angles.
$p^{*}=\sin ^{-1} \frac{-\Phi 1^{\omega} 1}{T h \mid} \simeq p$
$r^{*}=\tan ^{-1} \frac{\Phi_{2} \omega_{2}}{\Phi_{3} \omega_{3}} \simeq r$
$\theta^{*}=\cos ^{-1} \frac{\Phi_{3} 3^{3}}{|h|} \simeq \theta$
$\phi^{*}=\tan ^{-1} \frac{\Phi_{1} \omega_{1}}{\Phi_{2} \omega_{2}} \simeq \phi$

In addition, the other two rotation angles, $y$ and $\psi$, can be compared to Jacobian elliptic functions, $s n(u), c n(u)$ and $d n(u)$, but these comparisons were not made.

### 3.4.3 Comparison Measures

The resulting time history outputs presented many items whose accuracy could be determined to study the accuracy of the integrating techniques used. They include:
(1) The $x, y$ and $z$ components of linear acceleration of the segment c.g. should be in the ratio of $1: 2: 3$ at the halfperiod (every 5 msec ) time points. The resultant should remain at a constant 1 g for all points.
(2) The $z$ component of linear acceleration at the points (1, 2, 3) and $(0,0,1)$ appeared to remain constant with small fluctuations. Also, the resultant linear velocity of the point ( $0,0,1$ ) appeared to remain constant with small
fluctuations. These results were unexpected and have not been studied.
(3) The components of segment angular acceleration ( $\mathrm{rev} / \mathrm{sec}^{2}$ ) in local reference should follow known elliptic functions with a fixed half-period ( 5 msec ). Their magnitudes are quite large, $\approx 10^{6}$, and the deviation from the known values at the half-period time points was one of the measures used to study the accuracy of the various simulations that were run.
(4) The magnitude of the $x$ and $y$ components of the momentum vector $h$ should be zero, and the deviation from zero is a meaningful comparison measure.
(5) The values of $|\mathrm{h}|$ and E should remain constant and their deviation from the known constant value can be used as comparison measures,
(6) The deviations of the computed values of $\mathrm{p}^{*}, \mathrm{r}^{*}, \theta^{*}$, and $\phi^{*}$ from the printed values of $p, r, \Theta$ and $\phi$ at the same time points are also useful comparison measures. It was difficult to determine, however, if deviations were caused by inaccuracies in the direction cosine matrix or in the angular velocities.

### 3.4.4 Simulation Input Parameters

Several simulations were run for $25 \mathrm{msec}, 21 / 2$ full cycles, varying the following parameters.
(1) Integrating procedure used.
a. New Vector Exponential Integrator.
b. Previous integrator of CVS-III.
c. Standard Runge-Kutta integrator.
(2) Value of the maximum step size, $h_{\max }$.
(3) Value of the initial step size, $h_{o}$.
(4) Value of the relative error test for angular acceleration.

A summary of the various simulations is presented in Table 3.2.
3.5 RESULTS AND CONCLUSIONS

A study of Table 3.2 and the finer detail given by the simulation outputs show the following results and conclusions.
(1) The new Vector Exponential Integrator produces very accurate results of free body angular motion, The resulting accuracy is 50-1000 times better than that produced by the previous integrator of CVS-III, using the same integrator control parameters and approximately the same amount of computer CPU time (as measured by the number of calls to DAUX). In order to produce the same degree of accuracy with the CVS-III integrator, it would be necessary to tighten the relative error controls which would increase the amount of computer CPU time.

Table 3.2

## SUMMARY OF COMPUTER SIMULATIONS OF FREE BODY ANGULAR MOTION


(2) The variation of the input parameters, $h_{\max }$ and $h_{o}$, had small but inconclusive effects on the resulting accuracy with the new integrator. In some cases a maximum step size of $1 / 2 \mathrm{msec}$ produced better results than those of $1 / 4 \mathrm{msec}$.
(3) The most significant increase in simulation accuracy was achieved by decreasing the relative error test for angular acceleration from $10^{-3}$ and $10^{-4}$. The resulting accuracy increased by factors of 6-30, using the largest values of $h_{\max }$ and $h_{0}$ tested, but required a $54 \%$ increase in computer CPU time, It is believed that a further tightening of this input parameter would improve the accuracy even further, as long as the relative error can decrease rapidly to this test parameter for the NDINT (input number of maximum internal steps for each integration step) iterations. This appears to be true in our one segment simulation, but is not always true in a full scale simulation, If the relative error test is not satisfied after NDINT internal steps, the integrator fails for that time step, and the current integration time step is halved to try again. There were no such integrator failures. in all of these simulations for the one segment model.
(4) A more detailed study of the individual simulations indicated that there are two sources of error in the integration results. They are:
(a) A transient error seems to exist at the very first integration step. The new Vector Exponential Integrator has a built-in memory to integrate to the mid-point of the next step, but this is zero at the start. This transient error may also be influenced by the accuracy of the input numbers, the inputs to the one segment model were supplied with nine significant figures. The error should be minimized by starting out with a small $h_{0}$.
(b) A cumulative error buildup dependent on the number of integration steps. The individual errors are controlled by the relative error test. If a particular variable remains fairly constant, the cumulative error is limited by the number of integration steps times the relative error test times the magnitude of the variable.

In the individual simulations, some of the actual errors followed a definite quadratic function behavior after 5 msec , but not between 0 and 5 msec . It is believed that this was due to extra integration steps that are performed when $h_{0}<h_{\text {max }}$, which in some cases more than offsets the improvement in the transient error that exists at the beginning by taking a small $h_{o}$.
(5) Differences between simulation results obtained previously with the CVS-III and the new Vector Exponential Integrator are probably due to loose tests on the relative error for angular acceleration and the new Vector Exponential Integrator probably yields much more accurate results,
(6) It must be realized that the angular velocities for the simulations listed in Table 3.2 are much larger than those one would normally expect in a full scale simulation. Also, the $21 / 2$ complete revolutions of a single segment, achieved here in 25 msec , is much larger than the rotations usually occurring in fuil scale simulations. We therefore do not think that a relative error test of $10^{-4}$ is necessary under normál conditions. The following integrator control parameters are recommended as a result of these and other studies.

```
NDINT: 6
NSTEPS: . As necessary to control length of simulation.
DT: An integral multiple of h hmax
ho: }\quad1/8\mathrm{ or 1/16 msec.
h}\mp@subsup{h}{\operatorname{max}}{}\mathrm{ : . 1/2 or 1 msec but a power of 2 multiple of ho.
hmin
Relative
Error
Test:
10-2 for angular acceleration (all segments),
10-3}\mathrm{ for linear accelerations (reference segments
only).
```


## EQUATIONS OF MOTION OF A SET OF CONNECTED RIGID BODIES

### 4.1 SEGMENT MOTION EQUATIONS

This section presents the equations of motion of a set of rigid bodies using matrix notation which has a direct relation to the actual program code.

In this analysis each of the segments is assumed to be a rigid body connected to another segment by means of a joint. As indicated in Figure 4.1 only one joint is assumed present between any two segments. It is possible now to disconnect these segments into free bodies by supplying (for each segment in the appropriate direction) the forces and torques that exist at the joint. A diagram of this step is presented in Figure 4.2. In this form the equations of motion may be written separately and simply for each rigid body with a corresponding set of constraint equations which allow the computation of the forces and torques of constraint. By this method extension of the equations to any. number of segments linked in this way is a simple matter.

Define the location of the center of gravity (c.g.) of the nth segment in an inertial reference system by $x_{n}$ denoting.

$$
x_{n}=\left(\begin{array}{l}
x_{0} \\
y_{0} \\
z_{0}
\end{array}\right)_{n} \quad \text { where } x_{0}, y_{0}, z_{0} \quad \text { are orthogonal }
$$

coordinates in the inertial reference system.
Define a principal axis system fixed in the segment by $\left(\begin{array}{l}i \\ j \\ k\end{array}\right)_{n}$
Then denote $D_{n}$ as the direction cosine matrix associated with segment $n$. Such that if $\left(\begin{array}{l}a \\ b \\ c\end{array}\right)$ locates a point in the local system, and $\left(\begin{array}{l}x \\ y \\ z\end{array}\right)$ locates the same point in the inertial system then $D_{n}$ satisfies the following relationship:


Figure 4.1 SYSTEM OF CONNECTED RIGID BODIES


Figure 4.2. FREE BODY CONFIGURATION

$$
\left(\begin{array}{l}
a  \tag{4.1}\\
b \\
c
\end{array}\right)=D_{n}\left[\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)-x_{n}\right]
$$

or equivalently

$$
\left(\begin{array}{l}
a  \tag{4.2}\\
b \\
c
\end{array}\right)=D_{n}\left[\begin{array}{l}
\left(x-x_{0}\right) \\
\left(y-y_{0}\right) \\
\left(z-z_{0}\right)
\end{array}\right]
$$

Define also the $k$ th external force acting on the nth segment by $F_{n k}$. The point of application as indicated in Figure 4.2 is $P_{n_{K}}$ measured in the $n^{\text {th }}$ local system.

Let $f_{n j}$ be the constraint force at joint $j$ acting on segment $n$. This of course assumes the segment $n$ is connected to another segment by joint $j$. Due to the nature of the free body configuration assumed, if segment $n$ is connected to segment $m$ by joint $j$ then $f_{n_{j}}$ acts on segment $n$ and $-f_{n_{j}}=f_{m_{j}}$ acts on segment $m$.

The position of the c.g. of the nth segment is $X_{n}$ and the velocity of the c.g. is then $\dot{x}_{n}$. Denote the mass of the nth segment to be $M_{n}$ then the linear momentum is $M_{n} \dot{X}_{n}$. The dynamic equation of motion for the nth segment is then

$$
\begin{equation*}
\frac{d}{d t}\left(M_{n} \dot{X}_{n}\right)=\sum_{k} F_{k}+\sum_{\mathrm{j}} f_{n_{j}} \tag{4.3}
\end{equation*}
$$

where $K=1,2 \ldots$, total number of external forces acting on segment $n$ and $j=1,2 j$. the joints connected to segment $n$.

Since the mass of each segment is constant with respect to time, this equation may be rewritten as

$$
\begin{equation*}
M_{n} \ddot{x}_{n}=\sum F_{n_{k}}+\Sigma f_{n_{j}} \tag{4.4}
\end{equation*}
$$

This is the linear (translational) dynamic equation.

For development of the angular equation denote $\omega_{n}$ as the angular velocity vector of segment $n$ and $\phi_{n}$ as the inertia matrix about the c.g. of segment $n$. The angular momentum of segment $n$ about the c.g. is written as $\phi_{n} \omega_{n}$. Note that $\phi_{n} \omega_{n}$ is in local reference so care must be used when taking the derivative. With this in mind, the angular dynamic equation in inertial system components is:

$$
\begin{equation*}
\frac{d}{d t}\left(D_{n}^{-1} \phi_{n} \omega_{n}\right)=D_{n}^{-x} \Sigma \text { Torques } \tag{4.5}
\end{equation*}
$$

Now taking the derivative yields

$$
\dot{D}_{n}^{-1} \phi_{n} \omega_{\mathrm{n}}+D_{n}^{-1} \dot{\phi}_{n} \omega_{\mathrm{n}}+D_{n}^{-1} \phi_{n} \dot{\omega}_{\mathrm{n}}=D_{n}^{-1} \sum \text { Torques. }
$$

Note that $\phi_{\mathrm{n}}$ is a constant property of the segment therefore $\dot{\phi}_{\mathrm{n}}=0$. Also note that $\dot{D}_{n}^{-1}=-D_{n}^{-1} \dot{D}_{n} D_{n}^{-x}$ and $\dot{D}_{n} D_{n}^{-x}=-\omega_{n} \otimes$, which is a matrix defined by equation (2.68.) The angular dynamic equation may be written as

$$
\begin{equation*}
D_{n^{-1}}^{-1}\left(\omega_{n} \otimes\right) \phi_{n} \omega_{n}+D_{n}^{-1} \phi_{n} \omega_{n}=D_{n}^{-1} \sum \text { Torques } \tag{4.6}
\end{equation*}
$$

Now the torques may be catalogued as follows:

$$
\begin{aligned}
D^{-1} \sum \text { Torques }= & \Sigma\left(D_{n}^{-1} \rho_{n_{k}}\right) \otimes F_{n_{k}} & & \text { due to external forces } \\
& +\Sigma\left(D_{n}^{-1} r_{n_{j}}\right) \otimes f_{n_{j}} & & \begin{array}{l}
\text { due to forces of constraint } \\
\text { at joint }
\end{array} \\
& +\sum \tau_{\text {cons. }} & & \text { due to constraint torques }
\end{aligned}
$$

Rewriting equation (4.6) yields

$$
\begin{align*}
\phi_{n} \dot{\omega}_{\mathrm{n}}=-\left(\omega_{\mathrm{n}} \otimes\right) \phi_{n^{\prime} \omega_{\mathrm{n}}} & +D_{n}\left[\Sigma\left(D_{n}^{-1} \rho_{n_{k}}\right) \otimes F_{n_{k}}+\Sigma\left(D_{n}^{-1} r_{n}\right) \otimes f_{n_{j}}\right. \\
& \left.+\Sigma \tau_{c o n s}+\Sigma \tau_{e x}\right] \tag{4.7}
\end{align*}
$$

The connectivity of the model is described by a joint vector (array) JNT ( j ) which is interpreted as joint j connects segment JNT(j) to segment $\mathrm{j}+1$. The use of this joint array limits the model to a "tree structure", Figure. 4.3. That is, noclosed paths can be found which leave a segment via a joint and return to the same segment through another joint. This also requires that a numbering system be used in which joint $j$ is associated with segment $j+1$. This imposes no constraint on the tree structure.

The program is so written that JNT(j) may be zero, defining a null joint. This results in the capability of defining sets of disjoint segments. Segment 1 is always taken as a reference segment. For each joint $j$ where $J N T(j)=0$ segment $j+1$ is the reference segment. For each such set of segments the identifying numbers must be sequential. The lowest numbered segment in each set is used as the reference. An example of this is the following:

$$
(1,2,3)(4)(5,6,7,8,9,10,11,12,13)
$$

where JNT (3) and JNT(4) are zero. Thus segments $1,2,3$ would be treated as one set of connected rigid bodies with segment 1 as a reference. Segment 4 would be an isolated segment with 4 as a reference. Segments 5 through 13 would be treated as a connected set with segment 5 as a reference.

The integrator integrates for the linear motion of the reference segments only. The linear position and velocities of the other segments are determined by use of a chain algorithm (subroutine CHAIN.)


JOINT J CONNECTS SEGMENT JNT(J) WITH SEGMENT J+1

$$
\begin{aligned}
& J N T(i)=12341671910312314 \\
& \text { i }=1234567891011121314
\end{aligned}
$$

Figure 4.3 EXAMPLE TREE STRUCTURE FOR FIFTEEN SEGMENT MAN

Derivation of the additional equations required for solution of the system equations is presented in this section. The first two are constraints at the joints and arise from model considerations. For instance, at a joint the segments must have a point in common (linear position constraint) also the type of joints specified such as free, pinned, or locked require constraint equations (joint angular position constraint). The third equation pertains to other more general types of constraints such as a fixed distance between points on segments, or sliding or rolling motion of one segment over another segment or over a vehicle surface.

The general procedure for applying a constraint between segments $m$ and $n$ is to introduce a constraint force $q$ into the system of equations as:

$$
\begin{align*}
& M_{m} \ddot{x}_{m}-\sum_{j} f_{m_{j}}+P_{q}=u_{1} \\
& M_{n} \ddot{x}_{n}-\sum_{k} f_{n k}-P_{q}=u_{1} \\
& \Phi_{m} \dot{\omega}_{m}-\sum_{g}\left(P_{m}^{-1} r_{m_{j}}\right) \otimes f_{m_{j}}+\left(\ln _{n} r_{m}\right) \otimes D_{m} P_{q}=u_{2 m} \\
& \phi_{n} \dot{\omega}_{n}-\sum_{k}\left(D_{n}^{-1} r_{n k}\right) \otimes f_{n_{k}}-\left(l_{n}+r_{n}\right) \otimes D_{n} P_{q}=u_{2 n} \tag{4.8}
\end{align*}
$$

where the matrix* $P$ depends on the type of constraint and $q$ is determined by adding a constraint equation to the system of equations. The constraint equations are derived in following sections.
*Note: In all cases $P$ may be taken as the identity matrix or it may be chosen to impose symmetry of the equations where this is possible. These equations, along with the constraint equations, are referred to as the system equations.

Consider the joint $j$ connecting segment $n=J N T(j)$ to segment $m=j+1$. Because it is assumed that the joint does not separate, the following expression

$$
\begin{equation*}
X_{n}+D_{n}^{-1} r_{n j}=X_{m}+D_{m}^{-1} r_{m j} \tag{4.9}
\end{equation*}
$$

holds for each joint. These equations can be used to calculate $X n$ the position of segment $n$, if $D_{n}, D m$ and $X_{m}$ are known. Differentiating equa tion (4.9) results in

$$
\begin{equation*}
\dot{X}_{n}+\dot{D}_{n}^{-1}\left(\omega_{n} \otimes r_{n j}\right)=\dot{X}_{m}+D_{m}^{-1}\left(\omega \otimes r_{m j}\right) \tag{4.10}
\end{equation*}
$$

noting that $\tau_{n_{j}}$ and $\tau_{m_{j}}$ are constant in their local reference system. Differentiating equation (4.10) results in
$\ddot{X}_{n 2}+D_{\pi 2}^{-1}\left[\dot{\omega}_{n} \otimes r_{n j}+\omega_{n} \otimes\left(\omega_{n} \otimes r_{n j}\right)\right]^{\prime}=\ddot{X_{m}}+D_{m}^{-I}\left[\dot{\omega}_{m} \otimes r_{m j}+\omega_{m} \otimes\left(\omega_{m} \otimes r_{m j}\right)\right]$
which relates the accelerations. Rearranging yields.

$$
\begin{equation*}
\ddot{X}_{n}-\ddot{X}_{m}-D_{n}^{-1}\left(r_{n j} \otimes \dot{\omega}_{n}\right)+D_{m}^{-1}\left(r_{m j} \otimes \dot{\omega}_{m}\right)=D_{m}^{-1}\left[\dot{\omega}_{m} \otimes\left(\omega_{m} \otimes r_{m j}\right)\right]-D_{n}^{-1}\left[\omega_{n} \otimes\left(\omega_{n} \otimes r_{n j}\right)\right] \tag{4.12}
\end{equation*}
$$

Equation (4.12) is the linear joint position constraint equation
4. 3.2

Angular Joint Constraint

Again consider joint $j$ connecting segments $n=J N T(j)$ and $m=j+1$. The free body method of describing the motion of connected rigid bodies require specification of the constraint torque at the joint. The particular equation defining this torque depends on the type of joint considered.

Consider the following two cases:

CASE 1 Locked Joint
The relative angular position remains constant thus the direction cosine matrices satisfy the equation

$$
\begin{equation*}
C=D_{m} D_{n}^{-1} \tag{4.13}
\end{equation*}
$$

where $C$ is a constant matrix.

$$
\text { Rearranging } \quad D_{n 2}^{-1} C=D_{n}^{-1}
$$

Differentiating;

$$
\begin{aligned}
& D_{n 2}^{-1}\left(\omega_{n} \otimes\right) C=D_{n}^{-1}\left(\omega_{n 2} \otimes\right) \\
& D_{m}^{-1}\left(\omega_{m} \otimes\right) D_{m n}=D_{n}^{-1}\left(\omega_{n} \otimes\right) D_{n}
\end{aligned}
$$

which implies

$$
D_{m}^{-1} \omega_{m}=D_{n}^{-1} \omega_{n} \quad \text { as the velocity constraint. }
$$

Differentiating and rearranging yields the acceleration constraint'as:

$$
\begin{equation*}
D_{n}^{-1} \dot{\omega}_{n 2}-D^{-1} \dot{\omega}_{m}=0 \tag{4.14}
\end{equation*}
$$

CASE 2 Pinned Joint
The segments are constrained to rotate about some pin axis which is fixed relative to each segment. Let $h_{m n}, h_{n 2}$ be unit vectors defining the pin axis in their respective coordinate systems. Then the position constraint is

$$
\begin{equation*}
D_{m}^{-1} h_{m}=D_{n}^{-1} h_{n}=h \tag{4.15}
\end{equation*}
$$

where $h_{\pi}$ and $h_{\pi}$ are constant and h is the pin axis in inertial reference.

Differertiating yields the velocity constraint

$$
D_{n}^{-1}\left(\omega_{n} \otimes\right) h_{n}=D_{m n}^{-1}\left(\omega_{m} \otimes\right) h_{m 2}
$$

or

$$
D_{n}^{-1}\left(\omega_{n} \otimes h_{n}\right)=D_{m}^{-1}\left(\omega_{m 2} \otimes h_{m}\right)
$$

(Note: when the matrix $\omega$ operates on a vector, it is equivalent to the vector cross product $i e(\omega \otimes) h=\omega \otimes h$.$) This velocity constraint may be$ interpreted as specifying that the components of angular velocity perpendicular to the pin must be equal. That is
or

$$
D_{n}^{-1}\left(\omega_{n}-h_{z 2}\left(h_{n} \cdot \omega_{n 2}\right)\right)=D_{\pi 2}^{-1}\left(\omega_{m}-h_{m}\left(h_{m} \cdot \omega_{m}\right)\right)
$$

$$
(I-h h .) D_{\pi}^{-1} \omega_{n}=(I-h h \cdot) D_{m}^{-1} \omega_{m}
$$

(Note: $h$ is a column vector, $h$. is $h$ transpose [a row vector], $h h$. is a square matrix.)

Differentiating again yields the acceleration constraint.

$$
D_{n 2}^{-1} \dot{\omega}_{n} \otimes h_{n 2}+D_{n}^{-1} \omega_{n 2} \otimes\left(\omega_{n 2} \otimes h_{n 2}\right)=D_{m 2}^{-1} \dot{\omega}_{m} \otimes h_{m}+D_{m}^{-1} \omega_{m} \otimes\left(\omega_{m} \otimes h_{m 2}\right)
$$

which may be written as

$$
h \otimes\left[D_{n}^{-1} \dot{\omega}_{\pi}-D_{\pi n}^{-1} \dot{\omega}_{m 2}\right]=D_{\pi}^{-1} \omega_{\pi 2} \otimes\left(\omega_{\pi} \otimes h_{\pi}\right)-D_{m}^{-1} \omega_{m} \otimes\left(\omega_{m} \otimes h_{m}\right)
$$

Taking the dot product with $h$ yields

$$
\begin{aligned}
0 & =h \cdot\left[D_{n 2}^{-1} \omega_{\pi 2} \otimes\left(\omega_{n} \otimes h_{\pi 2}\right)-D_{m 2}^{-1}\left(\omega_{m 2} \otimes \omega_{m 2} \otimes h_{m m 2}\right)\right] \\
& =\left(\omega_{n 2} \cdot h_{n 2}\right)^{2}-\omega_{\pi z} \cdot \omega_{n 2}-\left(\omega_{m 2} \cdot h_{\pi 2}\right)^{2}+\omega_{m 2} \cdot \omega_{m 2}
\end{aligned}
$$

which may be written as

$$
\omega_{n} \cdot \omega_{n}-\left(\omega_{7 n} \cdot h_{n 2}\right)^{2}=\omega_{72} \cdot \omega_{72}-\left(\omega_{m 2} \cdot h_{72}\right)^{2}
$$

This is satisfied if the velocity constraint is satisfied.
Taking the cross product with $h$ yields
$-h \otimes\left[h \otimes\left(D_{n}^{-1} \dot{\omega}_{n 2}-D_{72}^{-y} \dot{\omega}_{22}\right)\right]=\omega_{n 2} \cdot h_{n 2} D^{-1} \omega_{n 2} \otimes h_{n 2}-\omega_{m 2} \cdot h_{n 2} D_{72}^{-1} \omega_{m n} \otimes h_{n 2}$
which may be written as
$(I-h h \cdot)\left(D_{n}^{-1} \cdot \dot{\omega}_{\pi}-D_{m}^{-1} \dot{\omega}_{m}\right)=\omega_{\pi} \cdot h_{n} D_{n}^{-1} \omega_{n} \otimes h_{n}-\omega_{m} \cdot h_{m} D_{m}^{-1} \omega_{m} \otimes h_{m}$
(Note: that we have used the matrix identity $I-h h \cdot=-h \otimes h \otimes \quad$ which is valid when $h$ is a unit vector.) In addition, we must impose the condition that the constraining torque have no component on the pin axis, that is

$$
h \cdot t=0
$$

This may be put in matrix form as $h h \cdot t=0$ and added to the above constraint on accelerations to produce a single constraint equation for a pinned joint as

$$
\begin{equation*}
(I-h h \cdot)\left(D_{n}^{-1} \dot{\omega}_{\pi}^{-} D_{m}^{-1} \dot{\omega}_{\pi n}\right)+\dot{\lambda} h h \cdot t=\left(\omega_{\pi} \cdot h_{n}^{-} \omega_{n i} h_{m}\right) D_{n}^{-1} \omega_{n} \otimes h_{n} \tag{4.16}
\end{equation*}
$$

where $\lambda$ is an arbitrary scalar $(\lambda \neq 0)$
We note that since ( $I-h h \cdot) t=t$ the original system equations may be written as

$$
\begin{align*}
& \phi_{n} \dot{\omega}_{n}+D_{n}(I-h h \cdot) t=u_{2} \\
& \phi_{m} \dot{\omega}_{m}-D_{n}(I-h h \cdot) t=u_{2} \tag{4.17}
\end{align*}
$$

This form has the advantage of making the system matrix symmetrical.

### 4.3.4 Additional Constraint Relationships

In addition to the joint constraints developed in Section 4.3.3, other relationships are derived in this section for two types of distance constraints, a rolling constraint and a sliding constraint.

## TYPE 1

The zero distance constraint requires a point on a segment be the same as a point on another segment, as indicated in Figure (4.4). In general, consider two segments $m$ and $n$ such that $r_{m}$ locates a point in segment $m$. relative to its own c.g. and $r_{n}$ locates a point in segment $n$ relative to its own c.g. The zero distance constraint equation then is written as:

$$
\begin{equation*}
X_{\pi 2}+D_{222}^{-1} r_{22}=X_{22}+D_{22}^{-1} r_{n} \tag{4.18}
\end{equation*}
$$

$X_{m}, X_{n}$. locates the $c . g$ of segments $m$ and $n w . r . t$ an inertial reference system.

## Twice differentiating this equation yields the constraint

 equation$$
\begin{equation*}
\ddot{X}_{m} \overline{X_{n}}-D_{m}^{-1} r_{m} \otimes \dot{w}_{m}+D_{n}^{-1} r_{n} \otimes \dot{w}_{n}=V_{3} \tag{4.19}
\end{equation*}
$$

where

$$
V_{3_{n}}=D_{n}^{-1}\left[\omega_{n} \otimes\left(\omega_{n} \otimes \mathrm{r}_{n}\right)\right]-D_{m}^{-1}\left[w_{m}^{\otimes}\left(\omega_{m 2} \otimes \mathrm{r}_{m 2}\right)\right]
$$

TYPE II Fixed Distance Constraint
The fixed distance constraint allows a specified point on one segment to be a fixed (constant) distance from a specified point on another segment, as illustrated in Figure (4.5). Consider two segments $m$ and $n$ such that $\tau_{m}$ locates a point in segment $m$ and $\tau_{n}$ locates a point in segment $n$. Also define $\rho$. to be a fixed distance vector between these two points. The constraint equation is written simply as

$$
\begin{equation*}
\rho \cdot \rho=d^{2}=|\rho|^{2} \tag{4.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho=X_{m}+D_{m}^{-1} r_{m}-X_{n}-D_{n}{ }^{-1} r_{n} \tag{4.21}
\end{equation*}
$$

Twice differentiating eqn (4.20) yields.

$$
\ddot{\rho} \rho+|\dot{\rho}|^{2}=0
$$

where
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Figure 4.5 FIXED DISTANCE CONSTRAINT

$$
\begin{align*}
\ddot{\rho} & =\ddot{X}_{\pi 2}+D_{m 2}^{-1}\left[\dot{\omega}_{m 2} \otimes r_{m 2}+\omega_{m 2} \otimes\left(\omega_{m} \otimes r_{m}\right)\right] \\
& -\ddot{X}_{n}-D_{n}^{-1}\left[\dot{\omega}_{\pi} \otimes r_{n}+\omega_{z 2} \otimes\left(\omega_{n} \otimes r_{n}\right)\right] \tag{4.22}
\end{align*}
$$

rearranging

$$
\begin{align*}
& \ddot{X}_{m}-\ddot{X}_{n}+D_{m}^{-1}\left[\dot{\omega}_{m} \otimes r_{m}\right]-D_{n}^{-1}\left[\dot{\omega}_{n} \otimes r_{n}\right] \\
= & \ddot{\rho}+D_{n}^{-1}\left[\omega_{n} \otimes\left(\omega_{m} \otimes r_{n}\right)\right]-D_{m}{ }^{-1}\left[\omega_{m 2} \otimes\left(\omega_{m} \otimes r_{m 2}\right]\right. \tag{4.23}
\end{align*}
$$

For the distance constraint the constraint force $q$ must be directed along $\rho$. Define then a unit vector $h$ in the direction of $\rho$.

$$
\begin{equation*}
h=\frac{\rho}{|\rho|}=\frac{X_{m}+D_{m}^{-1} \mathrm{r}_{m}-X_{m}-D_{n}^{-1} \mathrm{r}_{n}}{\left|X_{m}+D_{m}^{-I} r_{m}-X_{m}-D_{n}^{-I} \mathrm{r}_{n}\right|} \tag{4.24}
\end{equation*}
$$

Although only the magnitude of the constraint force q need be computed, for purposes of symmetry and computation logic the vector nature of the constraint equation is maintained.

For this reason the constraint force is defined along $h$ by $h \cdot q$, then maintained as a vector by $h(h \cdot q)$. The same procedure is performed on the constraint relation yielding the following:

$$
\begin{aligned}
& h\left\{h \cdot \left[\ddot{X_{m}} \ddot{X}_{n}+D_{m}^{-1}\left[\dot{\omega}_{m} \otimes r_{m}\right]-D_{n}^{-1}\left[\begin{array}{lll}
\dot{\omega}_{n} & r_{n}
\end{array}\right]\right.\right. \\
& +\lambda(I-h h \cdot) q=h\left\{h \cdot\left[D_{n}^{-1} \omega_{n} \otimes\left(\omega_{n} \otimes r_{n i}\right)-D_{m}^{-1} \omega_{m} \otimes\left(\omega_{m} \otimes r_{m}\right)\right]-\frac{\dot{\rho}^{d}}{d}\right\}(4.25)
\end{aligned}
$$

$\lambda$ is an arbitrary scalar $\neq 0$.

## TYPE III \& IV Rolling and Sliding Constraints

These constraints provide the capability of modeling the motion of surfaces which are rolling or sliding over each other. A diagram of the geometrical configuration and appropriate variable definition is presented in Figure 4.6. The relationship at the point of contact is

$$
\begin{equation*}
X_{m}+D_{m}^{-1}\left(l_{m}+\mathrm{r}_{m}\right)=X_{n}+D_{n}^{-1}\left(\ln _{n}+r_{n}\right) \tag{4.26}
\end{equation*}
$$

The time derivative of this expression is

$$
\begin{equation*}
\dot{X}_{m}+D_{m}^{-x} \omega_{m} \otimes\left(l_{m}+r_{m}\right)+D_{m}^{-y} r_{m}^{\prime}=\dot{X}_{n}+D_{n}^{-1} \omega_{n} \otimes\left(l_{n}+r_{n}\right)+D_{n}^{-r_{r}^{\prime}} \tag{4.27}
\end{equation*}
$$

The relative velocity of the surfaces at the point of contact is

$$
\begin{equation*}
V_{R E L}=\dot{X}_{m}+D_{m}^{-1} \omega_{m} \otimes\left(l_{m}+r_{m}\right)-\dot{X}_{n}-D_{n}^{-1} \omega_{n} \otimes\left(l_{n}+r_{n}\right) \tag{4.28}
\end{equation*}
$$

The rolling constraint requires that the relative velocity be zero and the sliding constraint requires that the normal component of the relative velocity be zero. Thus

$$
\begin{align*}
V_{R E L} 0 & \text { for zoll } \\
t \cdot V_{R E L} 0: & \text { for slide } \tag{4.29}
\end{align*}
$$

We have from (4.27) and (4.28)

$$
\begin{equation*}
V_{R E L}+D_{m}^{-1}{ }^{-1} \mathrm{r}_{m}^{\prime}{ }^{\prime}=D_{n}^{-r_{n}^{\prime}}{ }^{\prime} \tag{4.30}
\end{equation*}
$$

Note that for the rolling constraint, Equation (4.30) requires that $D_{m}^{-1} r_{m}^{\prime}=D_{n}^{-1} r_{n}^{\prime \prime}$
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Figure 4.6 GEOMETRY FOR GENERAL ROLLING CONSTRAINT

The distinction between rolling and sliding is made by computing the force required to impose a rolling constraint. The magnitude of the tangential component of this force is compared to the magnitude of the normal component times a specified friction coefficient.

Thus, $\left|q_{t}\right|$ (tangential force) is compared to $\rho_{s}\left|q_{n}\right|$ where $\rho_{s}$ is the static friction coefficient and lqd is the normal component of the constraint force.

If $\quad\left|q_{t}\right| \leq \rho_{s}\left|q_{n}\right|$ then the surface characteristics will sustain a roll. If $\left|q_{t}\right|>p_{s}\left|q_{n}\right|$ sliding will occur.

When sliding occurs the direction of the constraint force is along the vector $h$ where

$$
\begin{equation*}
h=\left(t-\rho \frac{v}{|v|}\right) / \sqrt{1+\rho^{2}} \tag{4.31}
\end{equation*}
$$

where $\frac{t}{t}$ is normal vector, $\rho$ is the coefficient of sliding friction and $V$ is the tangential component of the relative velocity which will be equal to $V_{R E L}$ for a true slide (since $t . V_{R E L}=0$.)

The constraint equation in acceleration form are found by differentiating equation(4.29). They are:
for rolling;
$\ddot{X}_{m}^{-} D_{m}^{-1}\left(l_{m}+r_{m}\right) \otimes \dot{\omega}_{m}-\ddot{x}_{n}+D_{n}^{-1}\left(l_{n}+\dot{r}_{n}\right) \otimes \dot{\omega}_{n}=D_{n}^{-1} \cdot\left(\omega_{n} \otimes\left(\omega_{n} \otimes\left(l_{n}+r_{n}\right)\right)-D_{m}^{-1} \omega_{m} \otimes\right.$ $\left(\omega_{m} \otimes\left(l_{m}+r_{m}\right)+D_{n}-\omega_{n} \otimes r_{n}^{\prime}-D_{m}^{-1} \omega_{m} \otimes r_{m}^{\prime}\right.$
and for sliding;

$$
\begin{align*}
& t \cdot\left[\ddot{X}_{m}-D_{m}^{-1}\left(l_{n}+r_{m}\right) \otimes \dot{\omega}_{m}-\ddot{X}_{n}+D_{n}\left(\left(l_{n}+r_{n}\right) \otimes \dot{\omega}_{n}\right)\right]=t \cdot\left[D _ { n } ^ { - 1 } \left(\omega_{n} \otimes\left(\omega_{n} \otimes\left(l_{n}+r_{n}\right)\right)\right.\right. \\
& \left.-D_{m}^{-1} \omega_{m} \otimes\left(\omega_{m} \otimes\left(l_{m}+r_{m}\right)\right)+D_{n}^{-1} \omega_{n} \otimes r_{n}^{\prime}-D_{m}^{-1} \omega_{m} \otimes r_{m}^{\prime}\right]-\dot{t} \cdot\left(D_{n}^{-1} r_{n}^{\prime}-D_{m}^{-1} r_{m}^{\prime}\right) \tag{4.33}
\end{align*}
$$

and (I-hh.) $q=0$, where $\dot{t}$ is the time derivative of $t$

The two equations for the sliding constraint may be combined into one matrix equation as

$$
\begin{align*}
& h t \cdot\left[\ddot{X}_{m}-D_{m}^{-1}\left(l_{m}+r_{m}\right) \otimes \dot{\omega}_{m}-\ddot{X}_{n}+D_{n}^{-1}\left(\rho_{n}+r_{n}\right) \otimes \dot{\omega}_{n}\right]+\lambda(I-h n) q \\
&=n t \cdot {\left[D_{n}^{-1} \omega_{n} \otimes\left(\omega_{n} \otimes\left(l_{n}+r_{n}\right)\right)-D_{m}^{-1}\left(\omega_{m} \otimes\left(\omega_{m} \otimes\left(\rho_{m}+r_{m}\right)\right)\right.\right.} \\
&\left.+D_{n}^{-1} \omega_{n} \otimes r_{n}^{\prime}-D_{m}^{-1} \omega_{m} \otimes r_{m}^{\prime}\right]-h \dot{t} \cdot\left(D_{n}^{-1} r_{n}^{\prime}-D_{m}^{-1} r_{m}^{\prime}\right) \tag{4.34}
\end{align*}
$$

The right hand side of these constraint equations contains the unknowns $\dot{t}, r_{z}^{\prime}$ and $r_{m}^{\prime}$ which depend on the kinematics and the geometric properties of the surfaces.

The contact routines normally will compute the point of contact which yields $r_{m}, r_{\eta}$ and the vectors $t$ and $h$.

In the program when a roll-slide constraint is specified, no force deflection characteristic is specified but the impulse option should be used to insure that the normal component of relative velocity is reduced to zero. That is one should specify the impulse option with a coefficient of restitution equal to zero. This will insure that $t \cdot V_{R E L}=0$ at the instant of first contact.
$\underline{\text { Calculation of } r_{m}^{\prime}, r_{n}^{\prime}, \dot{t} \text { in the Program }}$

The current version of the program considers ellipsoidplane (Subroutine PLELP) and ellipsoid-ellipsoid (Subroutine SEGSEG) contacts. Since the calculations of $\dot{t}, r_{m}^{\prime}$ and $r_{n}^{\prime}$ are similar the equations will be derived together.

The equation of the ellipsoids are

$$
\begin{aligned}
& \mathrm{r}_{m} \cdot A_{m} \mathrm{r}_{m}=1 \\
& \mathrm{r}_{n} \cdot A_{n} \mathrm{r}_{n}=1
\end{aligned}
$$

and the equation of the plane is

$$
r_{n} \cdot t_{n}=\gamma
$$

where $A_{m}, A_{n}$ are the ellipsoid matrices, constant in the local coordinate systems and $t_{n}$ is the normal to the plane, a constant in the local coordinate system.

For the ellipsoid plane contact we have (Figure 4.7)

$$
\begin{equation*}
D_{m}^{-1} \frac{A_{m} r_{m}}{\left|A_{m} r_{m}\right|}=-t=-D_{n}^{-1} t_{n} \tag{4.35}
\end{equation*}
$$

For the exterior ellipsoid-ellipsoid contact we have
(Figure4.8)

$$
D_{m}^{-1} \frac{A_{m} r_{m}}{\left|A_{m} r_{m}\right|}=-t=-D_{n}^{-1} \frac{A_{n} r_{n}}{\left|A_{n} r_{n}\right|}
$$

For the interior ellipsoid-ellipsoid contact (the exterior of ellipsoid $A_{m}$ contacts the interior of ellipsoid $A_{\pi}$ ) we have (not illustrated)

$$
D_{m}^{-1} \frac{A_{m} r_{m}}{\left|A_{m} r_{m}\right|}=-t=D_{n}^{-1} \frac{A_{n} r_{n}}{\left|A_{n} r_{n}\right|}
$$

For convenience we define (for ellipsoids)

$$
\begin{aligned}
t_{m}= & -\frac{A_{m} r_{m}}{\left|A_{m} r_{m}\right|}, t_{n}=\frac{A_{n} r_{n}}{\left|A_{n} r_{n}\right|} \\
t & =D_{m}^{-1} t_{m}=D_{n}^{-1} t_{n}
\end{aligned}
$$

Note


Figure 4.7 ELLIPSOID ROLLING (OR SLIDING) OVER A PLANE


Figure 4.8 ELLIPSOID ROLLING (OR SLIDING) OVER AN ELLIPSOID

Differentiating the equations of the ellipsoids and planes
yields

$$
\begin{aligned}
& r_{m}^{\prime} \cdot t_{m}=0 \\
& r_{n}^{\prime} \cdot t_{n}=0 \quad \text { also } t \cdot \dot{t}=0
\end{aligned}
$$

Differentiating the ellipsoid plane normal equation
$D_{m}^{-1} \omega_{m} \otimes \frac{A_{m} \mathrm{r}_{m}}{\left|A_{m} \mathrm{r}_{m}\right|}+D_{m}^{-z}\left[\frac{A_{m} \mathrm{r}_{m}^{\prime}}{\left|A_{m} \mathrm{r}_{m}\right|} A_{m} \mathrm{r}_{m} \frac{A_{m} \mathrm{r}_{m} \cdot A_{m} \mathrm{r}_{m}^{\prime}}{\left|A_{m} \mathrm{r}_{m}\right|^{3}}\right]=-\dot{t}=-D_{n}^{-1} \omega_{n} \otimes t_{n}$
which may be written as

$$
-D_{m 2}^{-1} \omega_{m} \otimes t_{m}+D_{m}^{-1}\left[I-t_{m} t_{m} \cdot \frac{A_{m} r_{m}^{\prime}}{\left|A_{m} r_{m}\right|}=-\dot{t}=-D_{n} \omega_{n} \otimes t_{n}\right.
$$

Differentiating the exterior ellipsoid-ellipsoid equation
$-D_{m}^{-1} \omega_{m} \otimes t_{m}+D_{m}^{-1}\left[I-t_{m} t_{m}\right] \frac{A_{m} r_{m}^{\prime}}{\left|A_{m} \mathrm{r}_{m}\right|}=-\ddot{t}=-D_{n}^{-1} \omega_{n} \otimes t_{n}-D_{n}^{-1}\left(I-t_{n} t_{n} \cdot\right) \frac{A_{n} \mathrm{r}_{n}}{\left|\hat{A}_{n} \mathrm{r}_{n}\right|}$
Differentiating the interior ellipsoid-ellipsoid equations
yields
$=D_{m}^{-1} \omega_{m} \otimes t_{m}+D_{m}^{-1}\left[I-t_{m} t_{m}\right] \frac{A_{m}{ }^{\prime}{ }_{m}^{\prime}}{\left|A_{m} r_{m}\right|}=-\dot{t}=-D_{n}^{-1} \omega_{n} \otimes t_{n}+D_{n}^{-1}\left(I-t_{n} t_{n} \cdot\right) \frac{A_{n} r_{n}}{\left|A_{n} r_{n}\right|}$
If we add the relation

$$
V_{R E L}+D_{m}^{-1} \mathrm{r}_{m}^{\prime}=D_{n}^{-1} \mathrm{r}_{n}^{\prime}
$$

to the above equation we have a sufficient number of equations to solve for $\dot{t}, \mathrm{r}_{m}^{\prime}, \mathrm{r}_{n}^{\prime}$. These may be summarized as follows:

$$
\left[\begin{array}{ccc}
E & 0 & D_{m}  \tag{4:36}\\
0 & F & -D_{n} \\
D_{m}^{-y}-D_{n}^{-1} & 0
\end{array}\right]\left[\begin{array}{l}
\mathrm{r}_{m}^{\prime} \\
\mathrm{r}_{n^{\prime}} \\
\dot{t}
\end{array}\right]\left[\begin{array}{c}
\omega_{m} \otimes t_{m} \\
-\omega_{n} \otimes t_{n} \\
-V_{R E L}
\end{array}\right]
$$

where $E=\left[I-t_{m} t_{m} \cdot\right] \frac{A_{m}}{A_{m} r_{m} \mid}+\lambda t_{m}{ }^{t_{m}}$.
and

$$
\begin{aligned}
& F=0 \quad \text { for plane } \\
& F= \pm\left(I-t_{n} t_{n}\right) \frac{A_{n}}{A_{n} r_{n} \mid} \quad \text { for ellipsoid } n,+ \text { external contact } \\
& \text { - internal contact } \\
& \lambda \text { is an arbitrary constant chosen such that the matrix is nonsingular }
\end{aligned}
$$ (in practice $\lambda \underset{\left|r_{m}\right|}{ }$ ).

The solution may be written in the form

$$
\begin{align*}
& D_{n}^{-1} r_{n}^{\prime}=c^{-1} w-c^{-1} t \frac{t \cdot c^{-1} w}{t \cdot c^{-1} t} \\
& D_{m}^{-\prime} r_{m}^{\prime}=D_{n}^{-1} r_{n}^{\prime}-V_{R E L} \\
& \dot{t}=D_{n}^{-1}\left[\omega_{n} \otimes t_{n}+F r_{n}^{\prime}\right] \tag{4.37}
\end{align*}
$$

where

$$
\begin{align*}
W= & D_{m}^{-1} \omega_{m} \otimes t_{m}-D_{n}^{-1} \omega_{n} \otimes t_{n}+D_{m}^{-1} A_{m} D_{m} V_{R E L} /\left(\left|A_{m} r_{m}\right|\right) \\
& \quad \text { for the ellipsoid-ellipsoid contact } \\
\therefore C= & D_{m}^{-1} A_{m} D_{m} /\left|A_{m} r_{m}\right|+D_{n}^{-1} A_{n} D_{n} /\left( \pm\left|A_{n} r_{n}\right|\right) \tag{4.38}
\end{align*}
$$

and for the ellipsoid - plane contact

$$
\begin{equation*}
C=D_{m}^{-1} A_{m} D_{m} /\left|A_{m} r_{m}\right| \tag{4.39}
\end{equation*}
$$

### 4.4.1 <br> Specifications

The primary purpose of the tension element (TE) is the simulation of the longitudinal muscles of the human body. It behaves statically in a manner simular to a linear spring in that when it is subjected to a tension force $\vec{F}$, it increases in length by an amount proportional to $\vec{F}$. However, in contrast to a spring, the TE displays no stiffness when subjected to a compression force. In this respect it is similar to a longitudinal body muscle.

The TE has been designed so that, under the action of rapidly varying tension forces, the distribution of strains within the element is uniquely defined by the strains at the two ends of the element. As a consequence, the equations of motion of the element are simplified: they depend only on the positions, velocities, and accelerations of the two ends of the element.

The computer program inputs required for complete specification of the $T E$ are denoted by $L_{o}, M_{A}, M_{B}, M_{A B}, k, d$. These quantities are defined in the following discussion.

Figure 4.9 depicts the geometry of the TE when subjected to a static tension $\vec{F}$


Figure 4.9 TENSION ELEMENT GEOMETRY

The two ends of the element are denoted by A and B. In connection with Figure 4.9 quantities are defined as follows:
$L=$ length of $T E$ when subjected to a tension force
$l_{c}=$ distance from the end $A$ to the center of mass of the TE
$L_{0}=$ length of $T E$ when the tension force $\vec{F}$ is infinitesimal.
$l=$ the value of $\ell_{c}$ when the tension force $\vec{F}$ is infinitesimal.

The cross section of the TE is treated as negligible. Thus, the moment of inertia about its long axis is negligible. The inertial properties of the element are completely determined by the quantities $L$ and $l$ defined above, and the quantities $M_{T}$ and $\phi_{A}$ defined as follows:
$\mathrm{M}_{\mathrm{T}}=$ total mass of TE
$\Phi_{\mathrm{A}}, \Phi_{\mathrm{B}}=$ moment of inertia of TE about the point $\mathrm{A}, \mathrm{B}$ and about an axis perpendicular to the long axis of the element when the tension force $\vec{F}$ is negligible.

In terms of the quantities $L, L_{o}, M_{T}$ and $\oint_{A}$, the quantities $M_{A}$ and $M_{B}$ and $M_{A B}$ are given by

$$
\begin{align*}
& M_{B}=\dot{\phi}_{A} / L_{0}^{2}  \tag{4.40}\\
& M_{A}=\phi_{B} / L_{0}^{2}  \tag{4.41}\\
& M_{A B}=\frac{1}{2}\left(M_{T}-M_{A}-M_{B}\right) \tag{4.42}
\end{align*}
$$

The computer program input, $k$, is a force constant given
by

$$
\begin{equation*}
k=\frac{|\vec{F}|}{\left(L-L_{0}\right)} \tag{4.43}
\end{equation*}
$$

Where $F$ denotes the magnitude of the static tension force $\vec{F}$. The quantities $\vec{F}, L$ and $L_{o}$ are defined above.

To define the program input, d, it is noted that when the $T E$ is not in static equilibrium, the tension force, $\vec{F}$, can be expressed as the sum of the force of inertia, the force of stiffness, and the force of viscosity (or dissipation.) The parameter $d$ is a constant of dissipation defined by the relation

$$
\overrightarrow{\mathrm{F}}_{\text {dissipation }}=\mathrm{d} \dot{\mathrm{~L}}
$$

Where $\stackrel{\rightharpoonup}{F}$ dissipation denotes the force of dissipation and $\dot{L}$ denotes the time rate of change of the length, $L$, of the TE.

### 4.4.2 Derivation

Represent the TE by the discrete system depicted in Figure 4.10


Figure 4.10 TENSION ELEMENT MODEL

As shown, the discrete system is composed of N particles connected by N-1 springs. The mass of the Nth particle is denoted by $m_{n}$. The position vector of the Nth particle relative to the inertial coordinate system is denoted by $\vec{r}_{n}, \vec{F}_{A}$ and $\vec{F}_{B}$ denote external forces applied to the first and Nth particles respectively. Since the element cannot support externally applied torques, it must be coupled to other elements in such a way that it will not be subjected to external torques (or force couples.)

The springs can exert forces of tension when stretched but they cannot exert forces of compression. Each spring has viscous damping.

The TE is subject to constraints (not shown in Figure 4.10) which insures that all of the particles lie on a straight line (regardless of the directions of the applied forces $\vec{F}_{A}$ and $\vec{F}_{B}$ ) and that the strains and relative motions within the element are uniquely determined by the positions and motions of the two ends of the element. The constraint relations are:

$$
\begin{equation*}
\left(\stackrel{\rightharpoonup}{r}_{n}-\vec{r}_{z}\right)=\dot{\xi}_{n}\left(\stackrel{\rightharpoonup}{r}_{N}-\vec{r}_{z}\right) \tag{4.44}
\end{equation*}
$$

Where the $\xi_{2}$ are constants which satisfy

Putting

$$
\begin{aligned}
& O=\xi_{z}<\xi_{n}<\xi_{n+1} \leqslant \xi_{N}=1 \\
& \overrightarrow{\mathrm{r}}_{1}=\overrightarrow{\mathrm{r}}_{A} \\
& \overrightarrow{\mathrm{r}}_{N}=\overrightarrow{\mathrm{r}}_{B}
\end{aligned}
$$

Equation 4.44 may be re-expressed

$$
\begin{equation*}
\overrightarrow{\mathrm{r}}_{n}=\left(1-\xi_{n}\right) \stackrel{\rightharpoonup}{r}_{A}+\xi_{n} \overrightarrow{\mathrm{r}}_{B} \tag{4.46}
\end{equation*}
$$

The equation of motion of the TE will be obtained by the $D^{\prime}$ Alembert method. That is, the equations will be expressed first for motion in the absence of the constraints, then the modified equations, which take account of the constraints, can be inferred.

The equations of motion in the absence of the constraints in (4.46) are

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{\dot{r}_{n}}}\right)-\frac{\partial T}{\partial \vec{r}_{n}}+\frac{\partial V}{\partial \vec{r}_{n}}+\frac{\partial D}{\partial \dot{r}_{n}}=\vec{F}_{A} \delta_{n_{1}}+\vec{F}_{B} \delta_{n_{n}} \tag{4.47}
\end{equation*}
$$

Where $T, V, D$ denote, respectively, the total kinetic energy, total potential energy, and Rayleigh Dissipation Function for the system depicted in Figure 4.16. T, V, and D are expressed as functions of the coordinates $\overrightarrow{\mathrm{r}}_{n}$ and velocities $\dot{\vec{r}}_{n}$ of the particles. In (4.47) $\partial / \partial \overrightarrow{\mathrm{r}}_{n}$ denotes the gradient with respect to the components of $\vec{r}_{n}$.

To obtain the equations of motion which include the constraints, $T, V$, and $D$ are re-expressed as functions of $\vec{r}_{A}, \dot{\vec{r}}_{A}, \vec{r}_{B} \dot{\vec{r}}_{B}$ by direct . substitution, employing the constraint relations in (4.46). The equations of motion can then be expressing

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{\partial T}{\partial \dot{\dot{r}_{A}}}\right)-\frac{\partial T}{\partial \cdot \overrightarrow{r_{A}}}+\frac{\partial V}{\partial \cdot \vec{r}_{A}}+\frac{\partial \mathrm{D}}{\partial \dot{\vec{r}}_{A}}=\overrightarrow{\widetilde{z}_{A}} \\
& \frac{d}{d t}\left(\frac{\partial T}{\partial \stackrel{\stackrel{\rightharpoonup}{r_{B}}}{ }}\right)-\frac{\partial T}{\partial \stackrel{\rightharpoonup}{r_{B}}}+\frac{\partial V}{\partial{\stackrel{\rightharpoonup}{r_{B}}}}+\frac{\partial \mathrm{D}}{\partial \stackrel{\rightharpoonup}{\mathrm{r}_{B}}}=\stackrel{\rightharpoonup}{\mathrm{F}_{B}} \tag{4.48}
\end{align*}
$$

where

$$
\vec{₹}_{A}=\sum_{n=1}^{N} \frac{\partial \vec{r}_{n}}{\partial \vec{r}_{A}} \cdot\left(\vec{F}_{A} \delta_{n_{1}}+\vec{F}_{B} \delta_{n_{N}}\right)
$$

[^3]\[

$$
\begin{equation*}
\vec{z}_{B}=\sum_{n=1}^{N} \frac{\partial \vec{r}_{n}}{\partial \vec{r}_{B}} \cdot\left(\overrightarrow{F_{A}} \delta_{n 1}+\vec{F}_{B} \delta_{n_{N}}\right) \tag{4.49}
\end{equation*}
$$

\]

From Figure 4.10, the total kinetic energy of the system is
given by

$$
T=\frac{1}{2} \sum_{n=1}^{N} m_{n}\left|\dot{\overrightarrow{r_{r}}}\right|^{2}
$$

Substituting from (4.46) and rearranging leads to

$$
\begin{equation*}
T=\frac{1}{2} M_{A}\left|\dot{\overrightarrow{r_{A}}}\right|^{2}+\frac{1}{2} M_{B}\left|\dot{\overrightarrow{r_{B}}}\right|^{2}+M_{A B}\left(\dot{\overrightarrow{r_{A}}} \cdot \dot{\overrightarrow{r_{B}}}\right) \tag{4.50}
\end{equation*}
$$

where

$$
\begin{align*}
& M_{A}=\sum_{n=1}^{N} m_{n}\left(1-\xi_{n}\right)^{2} \\
& M_{B}=\sum_{n=1}^{N} m_{n} \xi_{n}^{2} \\
& M_{A B}=\sum_{n=1}^{N} m_{n} \xi_{n}\left(1-\xi_{n}\right) \tag{4.51}
\end{align*}
$$

The potential energy, $V$, contributed by the stiffness of the springs may be expressed

$$
\begin{align*}
V & =\frac{1}{2} \sum k_{n}\left(\Delta l_{n}\right)^{2} & \Delta l_{n}>0 \\
& =0 & \Delta l_{n}<0 \tag{4.52}
\end{align*}
$$

Where $\Delta l_{n}$ denotes the relative elongation of the spring connecting the nth and ( $n+1$ )th particles, and $K_{n}$ denotes the corresponding force constant. The second of the relations (4.52) expresses the condition that the springs exert no forces of compression. Evidently,

$$
\begin{equation*}
\Delta l_{n}=\left|\stackrel{\rightharpoonup}{r}_{n+1}-\vec{r}_{n}\right|-\left|\vec{r}_{n+1}-\vec{r}_{n}\right|_{0} \tag{4.53}
\end{equation*}
$$

Where $\left|\vec{r}_{n+1}-\vec{r}_{n}\right|_{0}$ denotes the length of the spring connecting the particles n and $\mathrm{n}+\mathrm{l}$ when this spring is subjected only to a negligible tension. From

$$
\begin{equation*}
\left(\vec{r}_{n+1}-\vec{r}_{n}\right)=\left(\xi_{n+\bar{y}} \xi_{n}\right)\left(\vec{r}_{B}-\vec{r}_{A}\right) \tag{4.46}
\end{equation*}
$$

and so

$$
\Delta l_{n}=\left(\xi_{n+1}-\xi_{n}\right)\left[\left|\bar{r}_{B}-\bar{r}_{A}\right|-L_{0}\right]
$$

Where $L_{o}$ denotes the overall length of the $T E$ when it is subjected to a negligible static tension.

Substitution of (4.55) into (4.52) leads to

$$
V=\frac{1}{2} K\left[\left|\overrightarrow{\mathrm{r}}_{B}-\overrightarrow{\mathrm{r}}_{A}\right|-L_{0}\right]^{2} \quad \text { if }\left|\mathrm{r}_{B}-\mathrm{r}_{A}\right|>L_{0}
$$

$$
\begin{equation*}
V=0 \tag{4.56}
\end{equation*}
$$

otherwise
Where

$$
\begin{equation*}
k=\sum_{n=1}^{N-1} k_{n}\left(\xi_{n+1}-\xi_{n}\right)^{2} \tag{4.57}
\end{equation*}
$$

The Rayleigh Dissipation Function; D, is equal to half the rate of dissipation of energy resulting from the viscous forces. It is assumed that a dissipation element is connected between each pair of particles.
Thus,

$$
\begin{equation*}
\mathrm{D}=\frac{y}{2} \sum_{n=1}^{N-1} d_{n}\left(\Delta \dot{l}_{n}\right)^{2} \tag{4.58}
\end{equation*}
$$

Where $d_{n}$ denotes the dissipation coefficient for the dissipative element between the $n$th and ( $n+1$ ) the particles and $\Delta l_{n}$ is defined in (4.55).: Substituting (4.55) into (4.58) one obtains

$$
\begin{equation*}
D=\frac{d}{2}\left|\dot{\vec{r}}_{B}-\dot{\vec{r}}_{A}\right|^{2} \tag{4.59}
\end{equation*}
$$

where

$$
\begin{equation*}
d=\sum_{n=1}^{N-1} d_{n}\left(\xi_{n+\bar{y}} \xi_{n}\right)^{2} \tag{4.60}
\end{equation*}
$$

Substitution of the relations (4.50), (4.52) (4.59) and (4.46) into (4.48) and (4.49) yields the equations of motion for the TE:

$$
\begin{align*}
& M_{A} \stackrel{\ddot{\vec{r}}}{A}+M_{A B} \stackrel{\ddot{\vec{r}}}{B}-d\left(\dot{\vec{r}}_{B}-\dot{\vec{r}}_{A}\right)-\overrightarrow{F_{S}}=\stackrel{\rightharpoonup}{F_{A}} \\
& M_{B} \stackrel{\ddot{\rightharpoonup}}{r_{B}}+M_{A B} \stackrel{\ddot{\vec{r}}}{A}+d\left(\dot{\vec{r}}_{B}-\ddot{\vec{r}}_{A}\right)+\stackrel{\rightharpoonup}{F_{S}}=\stackrel{\rightharpoonup}{F_{B}} \tag{4.61}
\end{align*}
$$

where

$$
\begin{align*}
& \overrightarrow{F_{S}}=K\left(\stackrel{\mathrm{r}}{B}-\overrightarrow{\mathrm{r}}_{A}\right) \quad\left[1-L_{0} /\left|\overrightarrow{\mathrm{r}}_{B}-\overrightarrow{\mathrm{r}}_{A}\right|\right] \quad \text { if }\left|\mathrm{r}_{B}-\mathrm{r}_{A}\right|>L_{0} \\
& \overrightarrow{\vec{F}_{s}}=0 \quad \text { otherwise }
\end{align*}
$$

The definitions of the parameters $M_{A}, M_{B}, M_{A B}, K, d$ given in the first subsection follows from the equations of motion in (4.61) and the relations in (4.51) and (4.46).

For purposes of implementing the tension element in the framework of the program, let the point $r_{f}$ be fixed in one rigid segment and let the point $r_{B}$ be fixed in another rigid segment. Then the following relationships may be written.

$$
\begin{aligned}
& r_{A}=X_{m}+D_{m}^{-1} r_{m} \\
& r_{B}=X_{n}+D_{n}^{-1} r_{n}
\end{aligned}
$$

where $x_{m}, x_{n}$-location of the c.g. of segments $m$ and $\eta$ respectively in inertial reference.
$r_{m}$ - location of point $r_{A}$ with respect to the $c . g$. of segment $m$ this is a constant in m's local reference.
$r_{n}$ location of point $r_{B}$ with respect to the c.g. of segment this is a constant in $n ' s$ local reference
$D_{m}, D_{n}$ are the direction cosine matrices of segment $m$ and segment $n$

The inputs required for each tension element are
$\mathrm{r}_{m}, m, \mathrm{r}_{n}, n$ and the values of the scalars $M_{A}, M_{B}, M_{A B}, K, d \operatorname{and} L_{0}$

With each tension element are associated the two constraint forces $F_{A}$ and $F_{B}$. Equations 4.61 are the constraint equations. The force $\left(-F_{A}\right)$ and the torque ( $\left.-\mathrm{r}_{m} \otimes D_{m} F_{m}\right)$ are applied to segment $m$ and the force $\left(F_{B}\right)$ and the torque $\left(r_{n} \otimes D_{n} F_{B}\right)$ are applied to segment $n$ (This is done by use of the system matrices $A_{13}$ and $A_{23}$ ). The expressions for $\dot{\vec{r}_{A}}, \dot{\vec{r}_{B}}, \ddot{\vec{r}_{A}}, \ddot{\vec{r}_{B}}$ are given:

$$
\begin{aligned}
& \mathrm{r}_{A}=x_{m}+D_{m}^{-1} \mathrm{r}_{m} \\
& \dot{r}_{A}=\dot{x}_{m}+D_{m}^{-1} \cdot \omega_{m} \otimes \mathrm{r}_{m} \\
& \ddot{\mathrm{r}}_{A}=\ddot{x}_{m}+D_{m}^{-1} \dot{\omega}_{m} \otimes \mathrm{r}_{m}+D_{m}^{-x} \omega_{m} \otimes\left(\omega \omega^{*} \otimes \mathrm{r}_{m}\right) \\
& \mathrm{r}_{B}=X_{n}+D_{n}^{-1} \mathrm{r}_{n} \\
& \dot{r}_{B}=\dot{x}_{n}+D_{n}^{-1} \omega_{n} \otimes \mathrm{r}_{n} \\
& \ddot{r}_{B}=\ddot{x}_{n}+D_{n}^{-z} \dot{\omega}_{n} \otimes \mathrm{r}_{n}+D_{n}^{-1} \omega_{n} \otimes\left(\omega_{n} \otimes \mathrm{r}_{n}\right)
\end{aligned}
$$

where $w_{m}$ and $w_{n}$ are the angular velocities of the respective segments. Substitution of these terms into the constraint equation 4.61 results in the form needed by the program. The simularity of this constraint to the other types of constraints (fixed point, etc.) should be noted. The tension element is another example of a case where the system equations are non-symmetrical as was true for the sliding constraint.

### 4.5 FLEXIBLE ELEMENT PARAMETERS

The flexible element is intended for representations of complex, flexible portions of the human body, including, in particular, the neck, torso, and trunk. It is composed of a chain of $N$ joined rigid segments. Each joint has three degrees of freedom with three corresponding stiffness constants. In addition, each of the N -2 interior segments of the flexible element is constrained so that its orientation is uniquely determined by the orientations of the end (or outer) segments of the element. These constraints have been introduced to approximate the effects of body muscles which are so connected that, rather than acting on individual joints, they determine the overall flexural characteristics of the represented body member. Fidelity of representation can be insured by determination of flexible element parameters from measurements.

Table 4.1 is a summary list of proposed computer program inputs for the flezible elements. The last column of the table indicates where the definition of each input is given.

The orientation of segment $n$ relative to segment 1 is designated by the three angles $\theta_{I n}, \theta_{z n}, \theta_{3 n}$ (see the discussion in the context of Figure 4.12j. In order to avoid singularities in certain transform matrices employed in the calculations (see equation (4.10)) it is necessary to restrict $\theta_{n}$ to the domain

$$
-\pi / 2<\theta_{2 n}<\pi / 2
$$

Since there are no restrictions on the ranges of variations of $\theta_{I_{n}}$ and $\theta_{j_{n}}, \theta_{1_{n}}$ should be chosen for the angle of bend maximum range of variation. For example, in the representation of the human torso, forward bending should correspond to the angles $\theta_{1 n}$ and not to $\theta_{z_{n}}$. $\theta_{2_{n}}$ would correspond to sidewise bending of the torso. It should then be possible to satisfy the above bounds on $\theta_{z_{n}}$ since few people (if any) can bend their torsos sidewise through $90^{\circ}$.

Table 4.1
COMPUTER PROGRAM INPUTS
FOR FLEXIBLE ELEMENT

SYMBOL
BRIEF DESCRIPTION
WHERE DEFINED

| $\theta_{i n}^{b}$ | $\begin{aligned} & i=1,3 \\ & n=1, N-1 \end{aligned}$ | set of bias angles | Equation (4.64) |
| :---: | :---: | :---: | :---: |
| $N$ |  | number of segments in element | First paragraph |
| $f_{i j}(n)$ | $\begin{aligned} & i, j=1,3 \\ & n=1, N \end{aligned}$ | first-order taper function in constraint relation | Equation(4.64) |
| $g_{i j}(n)$ | $\begin{aligned} \text { cij } & =1,3 \\ n & =1, N\end{aligned}$ | second-order, interaction taper function in constraint relation | Equation (4.64) |
| $\hbar_{i j}(n)$ | $\begin{gathered} c_{i j}=1,3 \\ n=1, N \end{gathered}$ | second-order, quadraticform taper function in constraint relation | Equation (4.64) |
| $\phi_{i}^{2}$ | $\begin{aligned} & i=1,3 \\ & n=1, N \end{aligned}$ | moments of inertia elements of nth segment | Context of Equation (4:69) |
| $M_{n}$ | $n=1, N$ | mass of nth segment | Context of Equation (469) |
| $\theta_{1 n}, \theta_{2_{n}}, \theta_{3_{n}}$ | $n=1, N$ | yaw, pitch and roll angles | Context of Equation $(4.63)$ |



FIGURE 4.11 MODEL OF FLEXIble SEGMENT

In the rest of this subsection, all of the basic geometry of the flexible element, except details on the joints, is presented. The latter are discussed in the third subsection. Development of the equations of motion is undertaken in the second subsection.

As noted above, the flexible element is composed of N joined segments which are labelled 1 to $N$. In each segment there is a rigid local coordinate system with orthogonal unit vectors $\hat{e}_{1}^{n}, \hat{e}_{2}^{n}, \hat{\epsilon}_{3}^{n}$. As depicted in Figure 4.12, the unit vectors $\hat{e}_{i}{ }_{i}$ are aligned with the principal inertia axes. $Z_{n}$ is the position vector of the c.g. of segment $n$.

The orientation of the $\hat{e}_{1}^{\eta}$ vector of the nth segment relative to segment 1 is shown in Figure 4.12 and are in agreement with yaw, pitch and roll angles described in Figure 2.7.


Figure 4.12 COORDINATES FOR FLEXIBLE SEGMENT

The first rotation is through an angle $\theta_{I_{n}}$ about $\hat{e}_{3}^{1}$, the second rotation is through an angle $+\theta_{\mathrm{Z}_{\mathrm{n}}}$ about the new $\hat{e}_{2}^{1}$; the final rotation is through an angle $\theta_{3_{\mathrm{n}}}$ about $\hat{e}_{1}^{n}$ (which is the new $\hat{e}_{1}^{1}$.) The relation between $\hat{e}_{1}^{n}, \hat{e}_{2}^{n}, \hat{e}_{3}^{n}$ and $\hat{e}_{1}^{y}, \hat{e}_{2}^{\prime}, \hat{e}_{3}^{1}$ is

$$
\left(\begin{array}{c}
\hat{e}_{1}^{n}  \tag{4.63}\\
\hat{e}_{2}^{n} \\
\hat{e}_{3}^{n}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta_{3_{n}} & \sin \theta_{3_{n}} \\
0 & -\sin \theta_{3_{n}} & \cos \theta_{3_{n}}
\end{array}\right)\left(\begin{array}{ccc}
\cos \theta_{2_{n}} & 0 & -\sin \theta_{2_{n}} \\
0 & 1 & 0 \\
+\sin \theta_{2_{n}} & 0 & \cos \theta_{2_{n}}
\end{array}\right)\left(\begin{array}{ccc}
\cos \theta_{1 n} & \sin \theta_{1 n} & 0 \\
-\sin \theta_{1 n} & \cos \theta_{1 n} & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
\hat{e}_{1}^{1} \\
\hat{e}_{2}^{1} \\
\hat{e}_{3}^{1}
\end{array}\right)
$$

In accord with a suggestion of Dr. Ovenshire, $\theta_{1_{n}}, \theta_{2_{\eta}}, \theta_{g_{\eta}}$ will be represented by the second degree polynomials in the relations

$$
\begin{align*}
& \theta_{i n}=\theta_{i n}^{f}+f_{i 1}(n) \theta_{1 N}+f_{i 2}(n) \theta_{2 N}+f_{i 3}(n) \theta_{3 N} \\
&+g_{i 1}(n) \theta_{2 N} \theta_{3 N}+g_{i 2}(n) \theta_{3 N} \theta_{1 N}+g_{i 3}(n) \theta_{1 N} \theta_{2 N} \\
&+h_{i \cdot 1}(n) \theta_{1 N}^{2}+h_{i 2}(n) \theta_{2 N}^{2}+h_{i 3}(n) \theta_{3 N}^{2} \\
& n=2, N  \tag{4.64}\\
& i=1,3
\end{align*}
$$

where

$$
\theta_{i n}^{f}=a \text { bias function with } \quad \theta_{i n}^{b}=0 \text { for } n=N
$$

$$
\begin{equation*}
f_{i j}(N)=\delta_{i j}, g_{i j}(N)=0, \quad \hbar_{i j}(N)=0 \tag{4.65}
\end{equation*}
$$

The bias functions $\theta_{i n}^{f}$ and the taper functions $f_{i j}(n), g_{i j}(n), \hbar_{i j}(n)$ are
all program inputs. all program inputs.

The joints are located in the standard manner:

$$
\begin{equation*}
\vec{e}_{n}=\vec{z}_{n}+\dot{\vec{r}}_{n n} \tag{4.66}
\end{equation*}
$$

where $\vec{e}_{n}$ is the location of the nth joint, also

$$
\begin{equation*}
\vec{R}_{n}=\vec{Z}_{n+1}+\vec{r}_{n+1, n} \quad n=1, N-1 \tag{4.67}
\end{equation*}
$$

where $\overrightarrow{r_{c j}}$ are defined in Figure 4.11.

The connection constraints (that is, the condition that the joints connecting segments do not pull apart) are contained in the relations. (4.66) and (4.67).

The introduction of the bias functions, $\theta_{c}^{b}$ also allows the latitude of choosing the principal axes for the nth segment to coincide with the unit vectors $\hat{e}_{c}^{n}$. Thus, the Moment of Inertia Tensor for the nth segment is given by

$$
\begin{equation*}
\phi_{n}=\sum_{i=1}^{3} \phi_{i}^{n} \hat{e}_{i}^{n} \hat{e}_{i}^{n} \tag{4.68}
\end{equation*}
$$

The inertia elements $\varphi_{c}^{n}$ are program inputs, as are the masses $M_{n}$ of the segments.

## The Equations of Motion

The translation equation of motion of the nth segment of the flexible element may be expressed

$$
\begin{equation*}
M_{n} \ddot{\vec{r}_{n}}=\vec{F}_{1} \delta_{n 1}+\vec{F}_{n}^{c}+\vec{F}_{n} \delta_{n}+\vec{f}_{n}^{c} \tag{4.69}
\end{equation*}
$$

where $M_{n}$, and $\vec{r}_{n}$ are as previously defined, and
$\vec{F}_{1} \quad=\quad$ an external applied force at the point with position vector $\bar{R}_{0}$ (see Figure 4.11)
$\bar{F}_{N}=$ an external applied force at the point with position vector $\left(R_{N}\right)$
$\vec{F}_{n}^{c}=$ an external force applied to a point of the contact surface which is rigidly connected to the segment $n$
$\vec{f}_{n}^{c} \quad=\quad$ the summation of all constraint forces acting on segment $n$ as a result of the configuration constraints on the flexible element

The rotational equation of motion of the nth segment may be expressed

$$
\begin{equation*}
\frac{d}{d t}\left[\phi_{n} \cdot \vec{\omega}_{n}\right]=\vec{N}_{1} \delta_{n 1}+\vec{N}_{N} \delta_{n N}+\vec{r}_{c}^{n} \otimes \vec{F}_{n}^{c}+N_{n}^{-j o i n t s}+\vec{n}_{n}^{c} \tag{4.70}
\end{equation*}
$$

where $\phi_{\eta}$ and $\vec{F}_{n}^{c}$ are as previously defined and
$\vec{\omega}_{n}=$ total angular velocity of nth segment
$\vec{N}_{1} \quad=\quad$ an external torque (that is, force moment and/or force couple) applied to segment 1 through application at the point with position vector $\vec{R}_{1}$.
$\vec{N}_{N} \quad=\quad$ same as $N_{1}$ except applied to segment $N$ through application at the point with position vector $\left(R_{N}+\rho_{n} \hat{e}_{1}^{N}\right)$.
$\vec{r}_{c}^{\boldsymbol{x}}=$ position vector of point of application of the force $\vec{F}_{\eta}^{c}$ relative to the $c . m$. of segment $n$. This vector depends on many things including the dimensions of the contact surface.

$$
\left.\begin{array}{rl}
\vec{N}_{n}^{\text {Jow }} \stackrel{\text { Ts }}{=} & \text { net torque applied to segment } n \text { as a result of stiffness of the } \\
& \text { joints which connect this segment to the adjacent segments } \dot{n}-1
\end{array}\right) \quad \begin{aligned}
& \text { and } n+1 .
\end{aligned}
$$

In the successive sections, the necessary expressions for forces, torques and constraint relations are derived.

Expressions For Torques Due To Stiffness Of Joints
Let $\vec{N}_{n, n+1}$ denote the torque exerted on segment $n$ due to the stiffness of the joint between segment $n$ and segment $n+1$. The definitions of $\vec{N}_{n, n+1}$ and $\vec{N}_{n}$ JOINTS result in the following equations:

$$
\begin{equation*}
\stackrel{\rightharpoonup}{N}_{n}^{\text {JOINTS }}=\vec{N}_{n, n+1}-\vec{N}_{n-1, n} \quad n=1, N \tag{4.71}
\end{equation*}
$$

where

$$
\begin{equation*}
\vec{N}_{N, N+1}=\vec{N}_{0,1}=0 \tag{4.72}
\end{equation*}
$$

The $\vec{N}_{n, n+1}$ are computed using the same coordinate designation as described in Section 6.0 and indicated in Figure 4.13.


Figure 4.13 JOINT COORDINATE SYSTEM
where
$\left(\hat{e}_{1}^{n}, \hat{e}_{2}^{n}, \hat{e}_{3}^{n}\right)=\quad$ orthonormal coordinates defining the segment axes for
the nth segment

| $\left(\hat{\sigma}_{1}^{n}, \hat{\sigma}_{2}^{n}, \hat{\sigma}_{3}^{n}\right)=$ | orthonormal coordinates defining the joint axes |
| :--- | :--- |
| for the $n t h$ segment |  |

The program provides several methods of determining the torques between the segments defining the flexible element as indicated below.
$\vec{N}_{n, n+1} \quad$ torque equations developed in Section 6.1 (4.75)

$$
\begin{array}{ll}
\stackrel{\rightharpoonup}{N}_{n, n+1} \quad & \text { torque equations developed in Section } 6.1 \\
& \text { using globolgraphic representation of joint }
\end{array}
$$

$\stackrel{\rightharpoonup}{N}_{n, n+1} \quad$ torque equations developed in Section 6.3 (Euler Joint)
$\vec{N}_{n, n+1} \quad$ torque equations developed in Section 6.3
using the Globalgrpahic xepresentation of the joint stop torque.

## The Force-Type Constraint Relations

From Figure 4.17 and the discussion in the context of (4.66) and (4.67) the connection constraint for the joint between segment $n$ and segment $\mathrm{n}+1$ is

$$
\begin{equation*}
\bar{Z}_{n}+\vec{r}_{n+n}=\vec{Z}_{n+1}+\vec{r}_{n, n+1} \tag{4.79}
\end{equation*}
$$

These relations do not include the connection constraints between the Flexible Element and other segments it is connected to. Differentiating (4.79) twice yields

$$
\begin{equation*}
\ddot{\vec{L}}_{n}+\dot{\vec{\omega}}_{n} \otimes r_{n, n}-\ddot{\vec{z}}_{n+1}-\dot{\vec{\omega}}_{n+1} \otimes \stackrel{\rightharpoonup}{r}_{n, n+1}=-\stackrel{\rightharpoonup}{w}_{n} \otimes\left(\vec{\omega}_{n} \otimes \stackrel{\rightharpoonup}{r}_{n, n}\right)+\vec{\omega}_{n+1} \otimes\left(\vec{\omega}_{n+1} \otimes \vec{r}_{n, n+1}\right) \tag{4.80}
\end{equation*}
$$

Let

$$
\begin{aligned}
\stackrel{\rightharpoonup}{f}_{n}= & \text { constraint force exerted on segment } n \text { due to connection } \\
& \text { constraint between segment } n \text { and segment } n+1 .
\end{aligned}
$$

Then

$$
\begin{equation*}
\vec{f}_{n}=\vec{f}_{n}-\vec{f}_{n-1} \quad n=1, N \tag{4.81}
\end{equation*}
$$

$$
\begin{equation*}
\vec{n}_{n}^{c}=\vec{r}_{n, n} \otimes \vec{f}_{n}-\vec{r}_{n-1, n} \otimes \vec{f}_{n-1}+\vec{n}_{n} \text { torgue } \tag{4.82}
\end{equation*}
$$

where $\vec{f}_{n}^{c}$ and $\vec{n}_{n}^{c}$ are the total constraint forces and torques on segment $n$ (previously defined) and

$$
\begin{equation*}
\vec{f}_{0}=\vec{f}_{N}=0 \tag{4.83}
\end{equation*}
$$

Forces and torques resulting from connecting the Flexible Element to external segments are represented separately by $\vec{F}_{1}, \vec{F}_{N}, \vec{N}_{1}$ and $N_{N}$. $\vec{n}_{n}^{\text {torque }}$ denotes the net constraint torque acting on segment $n$ as the result of torquetype constraints.

The Torque-Type Constraint Relations

This subsection covers the formulation of the torque-type constraint relations. The corresponding compatibility relations are considered in the next subsection.

The relations in (4.64) can be expressed more generally

$$
\theta_{i n}=G_{i n}\left[\theta_{1 n}, \theta_{2 n}, \theta_{3 n}\right] \quad \begin{align*}
& i=1,3  \tag{4.84}\\
& n=2, N
\end{align*}
$$

The functions $G_{i n}$ can be evaluated in a separate subroutine. This procedure will allow more latitude for generalizations in the functional form.

From (4.84)

$$
\begin{equation*}
\dot{\theta}_{i n}=\sum_{j=1}^{3} G_{n i j}\left[\theta_{1 n}, \theta_{2 n}, \theta_{3 n}\right] \dot{\theta}_{j N} \tag{4.85}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{n i j}=\frac{\partial G_{i n}}{\partial \theta_{j N}} \quad n=2, N \tag{4.86}
\end{equation*}
$$

Now, the $\dot{\theta}_{i n}$ are nonorthogonal components of the relative angular velocity $\vec{w}_{n}-\vec{w}_{1} . \operatorname{From}(4.65)$ and Figure' 4.12

$$
\begin{equation*}
\omega_{n}-\omega_{1}=\dot{\theta}_{1 n} \hat{e}_{3}^{1}+\dot{\theta}_{3 n} \hat{e}_{1}^{n}+\dot{\theta}_{2 n}\left[-\hat{e}_{1}^{1} \sin \theta_{1 n}+\hat{e}_{2}^{1} \cos \theta_{1 n}\right] \tag{4.87}
\end{equation*}
$$

Put

$$
\begin{align*}
& \vec{a}_{1}^{n}=\hat{e}_{3}^{1} \\
& \vec{a}_{2}^{n}=-\hat{e}_{1}^{1} \sin \theta_{1 n}+\hat{e}_{2}^{1} \cos \theta_{1 n} \\
& \vec{a}_{3}^{n}=\vec{e}_{1}^{n} \tag{4.88}
\end{align*}
$$

Then, (4.87) may be reexpressed

$$
\begin{equation*}
\vec{\omega}_{n}-\vec{\omega}_{i}=\sum_{i=1}^{3} \dot{\theta}_{i n} \vec{a}_{i}^{n} \tag{4.89}
\end{equation*}
$$

Introduce reciprocal unitary vectors $\vec{b}_{i}^{n}$ such that

$$
\begin{equation*}
\vec{t}_{i}^{n} \cdot \vec{a}_{j}^{n}=\delta_{i j} \tag{4.90}
\end{equation*}
$$

From (4.85), (4.89) and (4.90)
or, employing (4.89)

$$
\begin{aligned}
\sum_{i=1}^{3} \dot{\theta}_{i n} \vec{a}_{i}^{n} & =\sum_{i=1}^{3} \sum_{j=1}^{3} a_{i}^{n} G_{n i j} \dot{\theta}_{j N} \\
& =\left\{\sum_{i=1}^{3} \sum_{j=1}^{3} \vec{a}_{i}^{n} G_{n i j} \vec{b}_{j}^{N}\right\} \cdot\left\{\sum_{k=1}^{3} \vec{a}_{k}^{N} \dot{\theta}_{K N}\right\}
\end{aligned}
$$

$$
\begin{equation*}
\vec{\omega}_{n}-\vec{\omega}_{1}=G_{n}^{+} \cdot\left[\vec{\omega}_{N}-\vec{\omega}_{1}\right] \tag{4.91}
\end{equation*}
$$

where $G_{n}^{+}$denotes the tensor

$$
\begin{equation*}
G_{n}^{+}=\sum_{i=1}^{3} \sum_{j=1}^{3} \vec{a}_{i}^{n} G_{n i j} \vec{b}_{j}^{N} \tag{4.92}
\end{equation*}
$$

Rearranging (4.91), one obtains*

$$
\begin{array}{r}
\stackrel{\rightharpoonup}{\omega}_{n}+\left(G_{n}^{+}-I\right) \cdot \vec{\omega}_{1}-G_{n}^{+} \cdot \vec{\omega}_{N}=0  \tag{4.93}\\
n=2, N-1
\end{array}
$$

*Note that $G_{N}^{+}=I$ (where I denotes the identity tensor.) So (4.93) vanishes identically when $\mathrm{n}=\mathrm{N}$.

Differentiating (4.93):

$$
\begin{align*}
\dot{\vec{\omega}}_{n} & +\left[G_{n}^{+}-I\right] \cdot \dot{\vec{\omega}}_{1}-G_{n}^{+} \cdot \dot{\vec{\omega}}_{N} \\
& =-\dot{G}_{n}^{+} \cdot \vec{\omega}_{1}+\dot{G}_{N}^{+} \cdot \vec{\omega}_{N} \tag{4.94}
\end{align*}
$$

In employing (4.94), it is to be observed that

$$
\begin{equation*}
\dot{\vec{\omega}}_{n}=\sum_{i=1}^{3} \dot{\omega}_{n}^{c} \hat{e}_{i}^{n} \quad n=1, N \tag{4.95}
\end{equation*}
$$

A logical base system in which to express the elements of the tensor $G_{N}^{+}$is the $\hat{e}_{i}^{\prime}$ system. In this system

$$
\begin{equation*}
G_{n}^{+}=\sum_{i=1}^{3} \sum_{j=1}^{3} G_{i j}^{1 n} \hat{e}_{i}^{1} \hat{e}_{j}^{1} \tag{4.96}
\end{equation*}
$$

To evaluate $G_{i \not x}^{+n}, a_{i}^{n}$ and $\vec{f}_{j}^{N}$ can be expressed in terms of the unit vectors $\hat{e}_{i}^{1}$.

## From Figure 4.12

$$
\hat{e}_{1}^{n}=\hat{e}_{1}^{1} \cos \theta_{2 n} \cos \theta_{1 n}+\hat{e}_{2}^{1} \cos \theta_{2 n} \sin \theta_{1 n}-\hat{e}_{3}^{1} \sin \theta_{2 n}
$$

Substituting (4.97) into (4.88) yields

$$
\begin{equation*}
\vec{a}_{i}^{n}=\sum_{j=1}^{3} c_{i j}^{n} \hat{e}_{j}^{1} \tag{4.98}
\end{equation*}
$$

where

$$
\left(\begin{array}{c}
c_{i j}^{n}
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & 1 \\
-\sin \theta_{1 n} & +\cos \theta_{1 n} & 0  \tag{4.100}\\
\cos \theta_{2 n} \cos \theta_{1 n} & \cos \theta_{2 n} \sin \theta_{1 n} & -\sin \theta_{2 n}
\end{array}\right)
$$

where $\left(\widetilde{c^{n}}\right)^{-1}$ denotes the transpose inverse of $c^{n}$, given by

$$
\left(c^{n}\right)^{-1}=\left(\begin{array}{cc}
\frac{-\cos \theta_{1 n} \sin \theta_{2 n}}{\cos \theta_{2 n}}-\sin \theta_{1 n} & \frac{\cos \theta_{1 n}}{\cos \theta_{2 n}}  \tag{4.101}\\
-\frac{\sin \theta_{1 n} \sin \theta_{2 n}}{\cos \theta_{2 n}}+\cos \theta_{1 n} & \frac{\sin \theta_{1 n}}{\cos \theta_{2 n}} \\
1 & 0
\end{array}\right)
$$

The singular points of the matrix in (4.101) can be avoided by limiting the range of variation of $\theta$, as discussed in the first subsection.

Substitution of (4.98) and (4.100) into (4.92) leads to

$$
\left.G_{n}^{+}=\sum_{i=1}^{3} \sum_{j=1}^{3} \hat{e}_{i}\right\}\left\{\sum_{K=1}^{3} \sum_{l=1}^{3} \widetilde{c}_{i k}^{n} G_{n k \ell} \widetilde{\left(c^{N}\right)_{l j}^{-1}}\right\} \hat{e}_{j}^{1}
$$

Comparing this relation with (4.96, , it is concluded that

$$
\begin{equation*}
G_{c j}^{1 n}=\sum_{k=1}^{3} \sum_{l=1}^{3} \widetilde{c}_{i k}^{n} G_{n k l}{\widetilde{\left(c^{n}\right)^{-1}}}_{l j}^{-1} \tag{4.101}
\end{equation*}
$$

The next step is to differentiate $G_{n}^{+}$.
From (4.96)

$$
\begin{array}{r}
\dot{G}_{n}^{+}=\vec{\omega}_{1} \otimes G_{n}^{+}-G_{n}^{+} \otimes \vec{\omega}_{1}+\sum_{i=1}^{3} \sum_{j=1}^{3} \dot{G}_{i j}^{1 n} \hat{e}_{i}^{1} \hat{e}_{j}^{1} \\
n=2, N-1 \tag{4.103}
\end{array}
$$

From (4.102)

$$
\begin{aligned}
\dot{G}_{c j}^{1 n} & =\sum_{k=1}^{3} \sum_{l=1}^{3} \dot{\widetilde{c}}_{i k}^{n} G_{n k l} \widetilde{\left(c^{N}\right)_{l j}^{-1}} \\
& +\sum_{k=1}^{3} \sum_{l=1}^{3} \widetilde{c_{i k}^{n}} G_{n k l} \widetilde{\left(c^{N}\right)_{l j}^{-1}} \\
& +\sum_{k=1}^{3} \sum_{l=1}^{3} \widetilde{c_{i k}^{n}} \dot{G}_{n k l} \widetilde{\left(c^{N}\right)_{l j}^{-1}}
\end{aligned}
$$

Now
or

$$
\begin{align*}
& \stackrel{\tilde{c}_{i k}^{n}}{c_{i K}}=\frac{\partial \widetilde{c_{i k}^{n}}}{\partial \theta_{1 n}} \dot{\theta}_{1 n}+\frac{\partial \widetilde{c_{i k}^{n}}}{\partial \theta_{2 n}} \dot{\theta}_{2 n}  \tag{4.104}\\
& \tilde{c_{i k}^{n}}=\widetilde{D_{1 i k}^{n}} \dot{\theta}_{1 n}+\widetilde{D_{2 i K}^{n}} \dot{\theta}_{2 n} \tag{4.105}
\end{align*}
$$

where

$$
\begin{equation*}
D_{L_{i K}}^{n}=\frac{\partial c_{i k}^{n}}{\partial \theta_{\ell \rightarrow n}} \tag{4.106}
\end{equation*}
$$

Also

$$
\begin{equation*}
{\left.\widetilde{\left(c^{N}\right.}\right)_{l j}^{-1}}_{=\widetilde{E}_{l_{j 1}}^{N}}^{\dot{\theta}_{1 n}}+{\widetilde{E^{\prime}}}_{l_{j 2}} \dot{\theta}_{2 n} \tag{4.107}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.E_{l m}^{n}=\frac{\partial\left(c^{n}\right)_{l j}^{-1}}{\partial \theta_{m n}} \quad\right\} m=1,2 \tag{4.108}
\end{equation*}
$$

Further,
or

$$
\begin{align*}
& \dot{G}_{n k l}=\sum_{m=1}^{3} \frac{\partial G_{n k l}}{\partial \theta_{m n}} \dot{\theta}_{m n} \\
& \dot{G}_{n k l}=\sum_{m=1}^{3} G_{n k l m} \dot{\theta}_{m n} \tag{4.109}
\end{align*}
$$

where

$$
\begin{equation*}
G_{n k l m}=\frac{\gamma G_{n k l}}{\gamma \theta_{m n}} \tag{4.110}
\end{equation*}
$$

$G_{n k \ell m}$ can be evaluated in the subroutine which evaluates $G_{n k \ell}$ and $G_{i n}$.

In summary, $\dot{G}_{i j}^{\prime n}$ can be evaluated piecewise. First, the quantities $\dot{\vec{\omega}}_{N}$ and $\dot{\omega}_{1}$ are integrated to obtain $\vec{\omega}_{N}$ and $\vec{\omega}_{1}$ : Then $\dot{\theta}_{1 n}$ can be determined from the inverse of (4.89):

$$
\begin{equation*}
\dot{\theta}_{1 n}=\vec{\gamma}_{c}^{n} \cdot\left(\vec{\omega}_{N}-\vec{\omega}_{1}\right) \tag{4.111}
\end{equation*}
$$

The quantities $\theta_{i N}, i=1, \ldots, 3 \quad$ can be evaluated either by integrating $\dot{\theta}_{i N}$ or by employing the direction cosines of segments 1 and $N$, which are obtained by integration. The quantities $\theta_{i n}$ and $\dot{\theta}_{i n}(c=1,3 ; n=2, N-1)$ can then be obtained from the relations (4.84) and (4.85). This procedure insures the satisfaction of the configuration constraints. $G_{n k l m}$ and $\dot{G}_{n k \ell}$ can be evaluated from(4.109) and (4.110) nd ${\widetilde{D_{l}}}_{j m}^{n}$ can be evaluated from (4.107) and (4.108). Then $\tilde{C}_{i K}^{n}, \tilde{C}_{i K}^{n},\left(\bar{c}_{l_{j}}\right)^{-1}$ and $\widetilde{\left.c^{N}\right)_{l}^{-1}}$. can be evaluated from (4.99), (4.105), (4.101) and (4.107). Finally, $\dot{G}_{i j}{ }^{n}{ }^{2} j$ can be computed from (4.105.).

The discussion of the quantities which appear in the torque-type constraint relations is complete. In the last subsection, the representation of the constraint torques is considered.

## The Constraint Torques

From (4.70) and (4.82), the rotational equations of motion may be expressed

$$
\begin{array}{r}
\dot{\vec{H}}_{n}-\vec{n}_{n}^{\text {force }}-n_{n}^{\text {torque }}=\vec{N}_{n} \text { applied } \\
n=1, N \tag{4.112}
\end{array}
$$

where

$$
\begin{gather*}
\dot{\vec{H}}_{n}=\frac{d}{d t}\left[\phi_{n} \cdot \vec{\omega}_{n}\right] \\
\vec{N}_{n} \text { applied }=\vec{N}_{1} \delta_{n 1}+\vec{N}_{N} \delta_{n N}+\vec{r}_{c}^{n} \otimes F_{n}^{c}+\vec{N}_{n}^{\text {joints }} \tag{4.113}
\end{gather*}
$$

$$
\begin{equation*}
\stackrel{\rightharpoonup}{n}_{n}^{\text {force }}=\bar{F}_{n, n} \otimes \vec{f}_{n}-\bar{r}_{n-1, n} \otimes \bar{f}_{n-1} \tag{4.115}
\end{equation*}
$$

and $\vec{n}_{n}^{\text {torque }}$ denotes the constraint torques resulting from the constraint relations.

$$
\begin{align*}
\vec{\omega}_{n}+\left[G_{n}^{+}-I\right] \cdot \vec{\omega}_{1}-G_{n}^{+} \cdot \vec{\omega}_{N} & =0 \\
n & =2, N-1 \tag{4.116}
\end{align*}
$$

The easiest way to infer the compatibility relations among the constraint torques is by the Lagrange-multiplier method. If the constraint relations in (4.116) are represented in the form

$$
\begin{align*}
& \sum_{n=1}^{N} A_{n}^{m} \cdot \vec{w}_{n}=0 \quad m=2, N-1  \tag{4.117}\\
& \vec{n}_{n}^{\text {torgae }}=\sum_{m=2}^{N-1} \vec{\lambda}_{m} \cdot A_{n}^{m} \tag{4.118}
\end{align*}
$$

where the $\vec{\lambda}_{m}$ are vector Lagrange multipliers.

Comparing (4.117) with (4.116) it is readily concluded that

$$
\begin{align*}
& \vec{n}_{n}^{\text {torgue }}=\vec{\lambda}_{n}  \tag{4.119}\\
& \vec{n}^{\text {torgue }}=  \tag{4.120}\\
& \sum_{m=2}^{N-1} \vec{\lambda}_{m} \cdot\left[G_{m}^{+}-I\right]  \tag{4.121}\\
& \vec{n}_{N}^{\text {torgue }}= \\
& =-\sum_{m=2}^{N-1} \vec{\lambda}_{m} \cdot G_{m}^{+}
\end{align*}
$$

Elimination of $\vec{\lambda}_{m}$ from the relations (4.119)-(4.121) is immediate, and leads to the compatibility relations among the torques.

It is apparent that the equations of motion in (4.112) in conjunction with the constraint relations in (4.116) can be solved uniquely for the $\vec{\omega}_{n}$ and the $\vec{\lambda}_{m}$.

### 4.6 SINGULAR SEGMENTS (MASSLESS ELEMENTS)

In some simulations, it may be desirable to ignore the mass and/or particular components of the inertia tensor. This is feasible if sufficient constraints exist to define the motion (i. e. the system matrix is non-singular.) Because of the generality of the program, it is difficult to establish a necessary or sufficient condition for the assurance of a non-singular system matrix. But, for example, a segment connected between two other segments in a chain with at least one pinned joint may be assigned a singular mass or inertia matrix.

The program will accept these singular segments without special input. If the mass or any principal component of the inertia tensor is zero, the program will treat that segment as singular. It is assumed that the user will supply sufficient constraints to avoid a singular system matrix.

The effect of this singular feature is unknown, but it is conjectured that if a mass or inertia component of a particular segment is very small, the use of a zero value may eliminate undesirable modes of oscillation in the system. As a matter of interest, the program will accept negative values of mass and/or principal components of inertia*.
*In the spring of 1973 Dr . Ovenshire asked Calspan to make a series of runs using modified masses and inertia tensors. Dr. Kane at Stanford University had shown that in a connected set of rigid bodies that the definitions of mass and inertia were not unique. Calspan does not know what Dr. Kane's method is for determining equivalent systems but the following theorem was proved by Dr. Fleck at Calspan and used to compute accurate equivalent sets. Dr. Fleck assumes that this must be Kane's result.

Theorem on Equivalent Systems.

The following is a proof for equivalent systems applied to a system of $n$ rigid bodies connected by joints. Consider $n$ rigid segments linked together in a tree structure. That is there is only one path through the structure which leads from any segment to any other segment.

Define: $\quad \vec{X}_{k}$ be the location of the center of mass of the $k t h$ segment
$m_{k}$ be the mass of the $k$ th segment $\Phi_{k} \quad$ be the inertia matrix of the $k$ th segment $\vec{\omega}_{k}$ be angular velocity of the kth segment $\vec{r}_{k_{j}} \quad$ be the location of joint $j$ relative to the center of mass of $k$ th segment. This is defined only for joints linking segment $k$ to adjoining segments.
$\vec{f}_{k_{j}} \quad$ be the constraint force acting on segment $k$ at joint $j$ which prevents the joint from separating
$\vec{F}_{k \ell} \quad$ be the Ith external force acting on segment $k$ $\vec{\rho}_{k_{\ell}} \quad$ location relative to $c . m$. of point of application of the lth force on kth segment
$\vec{T}_{k} \quad$ be external torques (couples) acting on segment $k$.

The equations of motion of this system are:,

$$
\begin{gather*}
m_{k} \ddot{\ddot{x}}_{k}+\sum_{j} \vec{f}_{k j}=\sum_{l} \vec{F}_{k l} \quad k=1, N \quad \text { (linear) }  \tag{4.122}\\
\frac{d}{d t}\left(\varphi_{k} \vec{w}_{k}\right)+\sum_{j} \vec{r}_{k j} \otimes \vec{f}_{k j}=\sum_{\ell} \vec{\rho}_{k l} \cdot \vec{F}_{k l}+\vec{T}_{k} \quad k=1, N \quad \text { (angular) } \tag{4.123}
\end{gather*}
$$

Subject to the constraints

$$
\begin{equation*}
\vec{x}_{k}+\vec{r}_{k_{j}}=\vec{x}_{\ell}+\vec{r}_{\ell j} \quad j=1, M_{j 0,0 t} \tag{4.124}
\end{equation*}
$$

Note that the sum over j in the linear and angular equations is taken over only those joints which are directly connected to segment .k.

Consider the transformation of variable:

$$
\begin{align*}
& m_{k}^{*}=m_{k}+\delta_{k} \\
& \varphi_{k}^{*}=\varphi_{k}+\sum_{z} \delta_{k j} \bar{r}_{k j}^{*} \oplus\left(\overline{r_{k j}}\right. \\
& \bar{r}_{k_{j}}^{*}=\bar{r}_{k j}+\bar{c}_{k}  \tag{4.125}\\
& \bar{\rho}_{k_{j}}^{*}=\delta_{k}=0 \\
& \vec{\rho}_{k j}^{*}+\vec{c}_{k} \\
& \vec{f}_{k j}^{*}=\vec{x}_{k}-\bar{c}_{k} \\
&
\end{align*}
$$

where $\delta_{k j}$ is the sum of the $\delta_{\ell}$ of the segments which may be reached through joint $j$ from segment $k$. The $C_{k}$ are determined by the relation

$$
m_{k}^{*} \vec{c}_{k}=\sum_{j} \delta_{k j} \cdot \vec{r}_{k j}
$$

Theorem: This transformation leaves the equations invariant; that is the new equations of motion can be written as:

$$
\begin{align*}
& m_{k}^{*} \ddot{\bar{x}}_{k}^{*}+\sum_{j} \vec{f}_{j k}^{*}=\sum_{\ell} \vec{F}_{k l} \\
& \frac{d}{d t}\left(\varphi_{k}^{*} \vec{\omega}_{k}\right)+\sum_{j} \vec{r}_{k_{j}}^{*} \otimes \vec{f}_{k j}^{*}=\sum_{l} \vec{\rho}_{k l}^{*} \otimes \vec{F}_{k l}+\vec{T}_{k}  \tag{4.126}\\
& \text { Subject to the constraint } \\
& \vec{x}_{k}^{*}+\vec{r}_{k j}^{*}=\vec{x}_{l}^{*}+\vec{r}_{l j}^{*} \tag{4.127}
\end{align*}
$$

The proof is straightforward by substitution:

$$
\begin{aligned}
m_{k}^{*} \dot{\bar{x}}_{k}^{*}+\sum_{j} \vec{f}_{k_{j}}^{*} & =\left(m_{k}+\delta_{k}\right)\left(\ddot{\vec{x}}_{k}-\ddot{\vec{c}}_{k}\right)+\sum_{j}\left(\vec{f}_{k_{j}}+\delta_{k_{j}}\left(\ddot{\vec{x}}_{k}+\ddot{\vec{r}}_{k_{j}}\right)\right) \\
& =m_{k} \ddot{\vec{x}}_{k}+\sum_{j} \vec{f}_{k_{j}}-m_{k} \ddot{\vec{c}}_{k}+\sum_{j} \delta_{k_{j}} \ddot{\vec{r}}_{k_{j}}+\left(\delta_{k}+\sum_{j} \delta_{k_{j}}\right) \ddot{\vec{x}}_{k}^{*}
\end{aligned}
$$

Then

$$
m_{k}^{*} \ddot{\bar{x}}_{k}^{*}+\sum_{j} \vec{f}_{k j}^{*}=m_{k} \ddot{\bar{x}}_{k}+\sum_{j} \vec{f}_{k_{j}}
$$

because

$$
\begin{aligned}
& m_{k} \vec{c}_{k}=\sum_{j} \delta_{k_{j}} \vec{r}_{k_{j}}^{*} \\
& \vec{x}_{k}+\vec{r}_{k_{j}}=\vec{x}_{k}^{*}+\vec{r}_{k_{j}}^{*}
\end{aligned}
$$

and

$$
\delta_{k}+\sum_{j} \delta_{k_{j}}=0
$$

For the angular equation, consider the following substitution:

$$
\left.\begin{array}{l}
\sum_{j} \stackrel{\rightharpoonup}{r}_{k_{j}}^{*} \otimes \vec{f}_{k j}^{*}-\sum_{l} \vec{\rho}_{k l}^{*} \otimes \vec{F}_{k l}=\sum_{j} \vec{r}_{k j} \otimes \vec{f}_{k_{j}}-\sum_{l} \vec{\rho}_{k l} \otimes \vec{F}_{k l} \\
\quad+\vec{C}_{k} \otimes \sum_{j} \vec{f}_{k_{j}}^{*}-\vec{C}_{k} \otimes\left(m_{k}^{*} \ddot{\vec{x}}_{k}^{*}+\sum_{j} \vec{f}_{k_{j}}^{*}\right)+\sum_{j} \delta_{k_{j}}{\overrightarrow{r_{k j}}}_{k_{j}}\left(\ddot{\vec{x}}_{k}^{*}+{\ddot{{ }_{r}^{k j}}}_{j}^{*}\right.
\end{array}\right)
$$

rearranging

$$
\begin{aligned}
\sum_{j} \vec{r}_{k_{j}}^{*} \otimes \vec{f}_{k_{j}}^{*}-\sum_{l} \vec{\rho}_{k l}^{*} \otimes \vec{F}_{k l}=\sum_{j} \vec{r}_{k_{j}} \otimes \vec{f}_{k_{j}} & -\sum_{l} \bar{\rho}_{k_{l}} \otimes \vec{F}_{k_{l}}+\left(\sum_{j} \delta_{k_{j}} \vec{r}_{k_{j}}\right. \\
& \left.-m_{k}{ }^{*} \vec{c}_{k}\right) \otimes \dot{\bar{x}}_{k}
\end{aligned}+\sum_{j} \delta_{k_{j}}{\overrightarrow{r_{k j}}}^{\ddot{\vec{r}}_{k_{j}}^{*}}
$$

but

$$
\begin{aligned}
\sum_{j} \delta_{k_{j}} \vec{r}_{k_{j}} \otimes\left(\ddot{\vec{r}}_{k_{j}}^{*}\right) & =-\sum_{j} \delta_{k_{j}} \vec{r}_{k_{j}} \otimes \frac{d}{d t}\left[\vec{r}_{k_{j}}^{*} \otimes \vec{\omega}_{k}\right] \ldots \\
& =-\frac{d}{d t}\left[\sum_{j} \delta_{k_{j}} \vec{r}_{k_{j}}^{*} \otimes\left(\vec{r}_{k_{j}} \otimes \vec{w}_{k}\right)\right]
\end{aligned}
$$

which results in

$$
\begin{aligned}
\sum_{j} F_{k_{j}}^{*} \otimes \vec{f}_{k_{j}}^{*}-\sum_{l} \vec{\rho}_{k l}^{*} \otimes \vec{F}_{k l}= & \sum_{j} \vec{r}_{k_{j}} \otimes \vec{f}_{k_{j}}-\sum_{l} \vec{\rho}_{k l} \otimes \vec{F}_{k l}-\frac{d}{d t} \sum_{j} \delta_{k_{j}} \vec{r}_{k_{j}}^{*} \otimes\left(F_{k_{j}} \otimes \vec{u}_{k}\right) \\
& +\left(\sum_{j} \delta_{k_{j}} \vec{r}_{k_{j}}-m_{k}^{*} \vec{c}_{k}\right) \otimes \ddot{\vec{x}}_{k}^{*}
\end{aligned}
$$

and noting that

$$
\left(\sum_{j} \delta_{k_{j}}{\overrightarrow{r_{k}}}-m_{k}{\overrightarrow{c_{k}}}^{*}\right)=0
$$

yields

$$
\begin{aligned}
& \sum_{j} \vec{r}_{k_{j}}^{*} \otimes \vec{f}_{k_{j}}^{*}-\sum_{l} \vec{f}_{k_{l}}^{*} \otimes \vec{F}_{k_{l}}=\sum_{j} \bar{r}_{k_{j}} \otimes \vec{f}_{k_{j}}-\sum_{l} \vec{f}_{k_{l}} \otimes \vec{F}_{k_{l}}-\frac{d}{d t} \sum_{j} \delta_{k_{j}} \vec{r}_{k_{j}}^{*} \otimes\left(\vec{r}_{k_{j}} \otimes \vec{\omega}_{k}\right) \\
& \text { hich completes the proof. }
\end{aligned}
$$

## 4.7: DESCRIPTION OF THE MATRICES IN THE SYSTEM EQUATIONS

Now that the constraint relationships have been derived, it is appropriate to discuss the overall set of system equations indicated below in matrix form.

$$
\begin{align*}
& M \ddot{x}+A_{11} f+A_{x g} q=u_{1} \quad \text { linear acceleration }  \tag{4.128}\\
& \text { (inertial ref.) } \\
& \phi \dot{\omega}+A_{21} f+A_{2 z} t+A_{25} q+A_{24} \tau=u_{2} \quad \text { angular acceleration }  \tag{4.129}\\
& \text { (local ref.) }
\end{align*}
$$

with constraint equations of the form:

$$
\begin{align*}
B_{17} \ddot{x}+B_{12} \dot{\omega}+B_{y 3} f=V_{工} & \begin{array}{l}
\text { joint linear position } \\
\text { constraint }
\end{array}  \tag{4.130}\\
B_{22} \dot{\omega}+B_{24} t=V_{2} & \begin{array}{l}
\text { joint angular position (4.130) } \\
\text { constraint }
\end{array} \\
B_{31} \ddot{x}+B_{32} \dot{\omega}+B_{35} q=V_{3} ; & \text { other constraints* } \\
B_{42} \dot{\omega}=V_{4} & \text { flexible element constraints }
\end{align*}
$$

When discussing the matrices of vectors of the model, it is convenient to talk in terms of the $3 \times 3$ submatrices, or $3 \times 1$ vectors that are involved. For example, the inertia matrix $\varnothing$ for a model with $N$ segments may be described as consisting of $N, 3 \times 3$ submatrices $\varnothing_{i}$. The matrix $\varnothing_{i}$ is a diagonal matrix (since we are using principal axes as a coordinate system) with the

[^4]diagonal elements equal to the components of inertia about the $x, y$, and $z$ local axes of segment $i$. The matrix $\varnothing$ is the diagonal matrix which is the collection of the $n$ matrices $\phi_{i}$. Similarly the mass matrix $M$ is diagonal and is the collection of the submatrices $m_{i}$; which is a diagonal $3 \times 3$ matrix with the mass of segment $i$ on the diagonal. Thus, unless it is specifically stated to the contrary, when we refer to the element in the $i^{\text {th }}$ row and $j^{\text {th }}$ column of a system matrix we are referring to the $i j^{\text {th }}$ submatrix. A diagram of the $M$ and $\phi$ matrices illustrating the above convention is presented in Figure : 4.14.

## Linear Joint Constraint

Consider the linear joint constraint equation derived in the previous section and repeated below for comparison.
$\ddot{X}_{n}-\ddot{X}_{m}-D_{n}^{-1}\left(r_{n_{j}} \otimes \dot{\omega}_{n}\right)+D_{m}^{-1}\left(r_{m_{j}} \otimes \dot{\omega}_{m}\right)=D_{m}^{-1}\left[\omega_{m} \otimes\left(\omega_{m} \otimes r_{m j}\right)\right]-D_{n}^{-1}\left[\omega_{n} \otimes\left(\omega_{n} X r_{n_{j}}\right)\right]$
Compared with the system equation

$$
B_{11} \dot{x}+B_{12} \dot{\omega}+B_{13} f=V_{1}
$$

There will be an equation for each joint $\mathfrak{j}$ for $\mathrm{j}=1, J$. The matrix $\mathcal{B}_{11}$ will then be an NXJ group of $3 x 3$ matrices. For joint $j$ there will be the identity matrix in row $j$ column $m$ and $-I$ in row $j$ column $n$ of $B_{1 b}$. A schematic diagram of $\mathcal{B}_{11}$ is presented in Figure 4.15. Matrix $\mathcal{B}_{12}$ is also $J \times N$ with the entry for joint $j$ indicated in Figure 4.1 . $V_{1}$ then is the right hand side of the equation and also appears in Figure, 4.16.


Figure 4.14. THE ${ }^{\text {th }}$ ENTRY IN THE MASS AND INERTIA MATRICES


Figure 4.15. $\mathrm{B}_{11}$ MATRIX ENTRY FOR JOINT $\mathbf{j}$
$\mathrm{B}_{12}$


$$
\begin{aligned}
& \alpha_{m}=-D_{m}^{-1}\left(r_{m j} \otimes\right) \\
& \alpha_{n}=D_{n}^{i-1}\left(r_{n j} \otimes\right)
\end{aligned}
$$



$$
\begin{aligned}
\gamma & =D_{m}^{-1}\left[\omega_{m} \otimes\left(\omega_{m} \otimes r_{m j}\right)\right] \\
& -D_{n}^{-1}\left[\omega_{n} \otimes\left[\omega_{n} \otimes r_{n j}\right)\right]
\end{aligned}
$$

$M=J N T(j)$
$h=j+1$
.Figure 4.16. $\mathrm{B}_{12}$ MATRIX ENTRY AND $\mathrm{V}_{\mathbf{1}}$ VECTOR ENTRY FOR JOINT $\mathbf{j}$

## Angular Joint Constraint

The angular joint constraint equations have three different forms depending on the type of joint specified. These equations are the following:

$$
\begin{aligned}
t & =0 \quad \text { free (ball \& socket) joint } \\
D_{n}^{-1} \dot{\omega}_{n}-D_{\pi}^{-x} \dot{\omega}_{m} & =0 \quad \text { locked joint }
\end{aligned}
$$

and

$$
\begin{aligned}
& (I-h h \cdot)\left(D_{n}^{-1} \dot{\omega}_{n}-D_{m}^{-x} \dot{\omega}_{m}\right)+\lambda h h . t \\
= & {\left[\left(\dot{\omega}_{n} \cdot h_{n}\right)-\left(\omega_{m} \cdot h_{m}\right)\right] D_{n}^{-1} \omega_{n} \otimes h_{n} \quad \text { pinned joint } }
\end{aligned}
$$

The matrix equation for the above equations is

$$
B_{22} \dot{\omega}+B_{24} t=V_{2}
$$

Again for $N$ segments and $\mathcal{J}$ joints $\mathcal{B}_{22}$ will be $\mathcal{J} \times N$ collection of $3 \times 3$ submatrices. The particular entries depend on the type of joint specified. A typical entry for joint $j$ is given for $B_{22}, B_{24}$ and $V_{2}$ in Figure (4.17).

## Other Constraint Equations

The distance, rolling and sliding constraints derived in the previous section are summarized below. The fixed distance constraint is:

$$
\begin{aligned}
& h\left\{h \cdot\left[\ddot{x}_{m}-\ddot{x}_{n} D_{m}^{-x} r_{m} \otimes \dot{\omega}_{m}+D_{n}^{-1} r_{n} \otimes \dot{\omega}_{n}\right]\right\}+\lambda(I-h h \cdot) q=V_{3} \\
& V_{3}=h\left\{h \cdot\left[D_{n}^{-z}\left(\omega_{n} \otimes\left(\omega_{n} \otimes r_{n}\right)\right)-D_{m}^{-1}\left(\omega_{m} \otimes \omega_{m} \otimes r_{m}\right)\right]-\left.\frac{\mid \tilde{\rho}}{d}\right|^{2}\right\}
\end{aligned}
$$

The rolling constraint equation is:

$$
\begin{aligned}
& \ddot{x}_{m}-\ddot{x}_{n}-D_{m}^{-1}\left(l_{m}+r_{m}\right) \otimes \dot{\omega}_{m}+D_{n}^{-1}\left[l_{n}+r_{n}\right] \otimes \dot{\omega}_{n}=V_{3} \\
& V_{3}=D_{n}^{-1}\left[\omega_{n} \otimes\left(\omega_{n} \otimes\left(l_{n}+r_{n}\right)\right)\right]+D_{n}^{-1} \omega_{n} \otimes r_{n}^{\prime}-D_{m}^{-1}\left[\omega_{m} \otimes\left(\omega_{m} \otimes\left(l_{m}+r_{m}\right)\right)\right]-D_{m}^{-1} \omega_{m} \otimes r_{m}^{\prime}
\end{aligned}
$$

The sliding constraint equation is

$$
\begin{aligned}
& V_{3}=h\left(t \cdot V_{3_{\text {patt }}} \dot{t} \cdot V_{R E L}\right)
\end{aligned}
$$
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| FREE | $\alpha_{m}=\alpha_{n}=0$ | $\beta=\mathbf{I}$ | $r=0$ |
| :---: | :---: | :---: | :---: |
| LOCKED | $\begin{aligned} \alpha_{m} & =D_{m}^{-1} \\ \alpha_{n} & =D_{n}^{-1} \end{aligned}$ | $\beta=0$ | $r=0 \quad$ See Eq. 4.16 |
| PINNED | $\begin{aligned} & \alpha_{m}=(I-h h) D_{m}^{-1} \\ & \alpha_{n}=(I-h h) D_{n}^{-1} \end{aligned}$ | $\beta=(\lambda \mathrm{hh} \cdot)$ |  |

Figure 4.17. $\mathrm{B}_{22}, \mathrm{~B}_{24}$ AND $\mathrm{V}_{\mathbf{2}}$ MATRIX ENTRIES FOR JOINT j
$\dot{t}$ is the derivative of the normal vector at the point of contact and $V_{3 \text { roll }}$ is the expression for $V_{3}$ used in the rolling constraint. $V_{\text {REL }}$ is the relative velocity at the point of contact,

$$
V_{R E L}=\dot{x}_{m}-\dot{x}_{n}+D_{m}^{-1} \omega_{m} \otimes\left(l_{m}+r_{m}\right)-D_{n}^{-1} \dot{\omega}_{n} \otimes\left(\dot{l}_{n}+r_{n}\right)
$$

The matrix equation for the above constraints

$$
B_{31} \ddot{X}+B_{32} \dot{\omega}+B_{35} q=V_{3}
$$

Define $L$ to be the number of these constraints. The matrices $B_{31}$ and $B_{92}$ then will be $L \times N$ and $B_{36}$ will be $L \times L$. (See Figure 4.18.)

It should be noted that for the sliding constraint the entries in and $B_{32}$ are not the transposes of the entries in $A_{x 3}$ and $A_{23}$. For example, $B_{31}$ has an entry $h t$. but $A_{13}$ must have the entry hh. or the entry $I$ (unit matrix)

## Flexible Element Constraint

The constraint equation for the flexible element is equation (4.94). The matrix form of this equation is written as

$$
B_{4 z} \dot{\omega}=V_{4}
$$

## Definition of the System Matrix

The system equations, ( $4.128-4.133$ ) can be written in general matrix form as:

$$
\begin{equation*}
s \ddot{x}=u \tag{4.134}
\end{equation*}
$$

where $S$ is defined as the system matrix and the components of equation (4.134)


| ZERO DIST. | $\begin{array}{ll} \alpha=I & \beta_{m}=-D_{m}^{-1}\left(r_{m} \otimes\right. \\ & \beta_{n}=D_{n}^{-1}\left(r_{n}\right. \end{array}$ | $\gamma=0$ | $\begin{aligned} \nu & \left.=D_{n}^{-1}\left[\omega_{n}{ }^{\otimes} / \omega_{n} \otimes \mathrm{r}_{n}\right)\right] \\ & -D_{m}^{-1}\left[\omega_{m^{\otimes}}\left(\omega_{m} \mathrm{r}_{m}\right)\right] \end{aligned}$ |
| :---: | :---: | :---: | :---: |
| FIXED DIST. | $\begin{array}{r} \alpha=h(h .) \quad \beta_{m}=-h \quad h . D_{m}^{-1}\left(r_{m}{ }^{\otimes}\right. \\ \beta_{n}=h \quad h \cdot D_{n}^{-1}\left(r_{n} \otimes\right. \end{array}$ | $r=(I-h h \cdot)$ | $\begin{aligned} \nu= & h\left\{h \cdot D_{n}^{-1} \omega_{r} \otimes\left(\omega_{r} \otimes \mathrm{r}_{n}\right)-\right. \\ & \left.D_{m}^{-1}\left(\omega_{m} \otimes\left(\omega_{m} \otimes \mathrm{r}_{m}\right)\right]-\mid \dot{\rho} / 2 / \alpha\right\} \end{aligned}$ |
| ROLLING | $\begin{array}{cl} \alpha=I \quad \beta_{m}=-D_{m}^{-1}\left(\left(\ell_{m}+r_{m}\right)_{\otimes}\right. \\ & \beta_{n}=D_{n}^{-1}\left(\left(l_{n}+r_{n}\right)_{\otimes}\right. \end{array}$ | $\gamma=0$ | $\begin{aligned} & \nu_{\text {poL }}=D_{n}^{-1}\left[\omega_{n} \otimes \omega_{\omega_{1}} \theta\left(l_{n}+r_{n}\right)\right]+D_{n}^{-x} \omega_{n} \theta r_{n} \\ & \because-D_{m}\left[\omega_{m}^{\otimes}\left(\omega_{m} \otimes\left(l_{m}+r_{m}\right)\right]-D_{m}^{-1} \omega_{n} \otimes r_{m}\right. \end{aligned}$ |
| SLIDING | $\begin{array}{ll} \alpha=h(t \cdot) \quad & \beta_{m}=-h t \cdot D_{m}^{-1}\left(\left(l_{m}+r_{m}\right) \otimes\right. \\ & \beta_{n}=h t \cdot D_{n}^{-1}\left(\left(\rho_{n}+r_{n}\right) \theta\right. \end{array}$ | $\gamma=I-h h$. | $\nu=h\left[t \cdot \nu_{\text {roll }}-\dot{t \cdot} \cdot v_{\text {Rct }}\right]$ <br> WHERE $V_{\text {REL }}$ IS THE RELATIVE VELOCITY AT THE POINT OF CONTACT |

Figure 4.18. $\mathrm{B}_{31}, \mathrm{~B}_{32}, \mathrm{~B}_{35}$ and $\mathrm{V}_{3}$ MATRIX ENTRIES FOR ADDITIONAL CONSTRAINTS
are defined below.

$$
\left[\begin{array}{cccccc}
M & 0 & A_{11} & 0 & A_{13} & 0 \\
0 & \phi & A_{21} & A_{22} & A_{23} & A_{24} \\
B_{11} & B_{12} & B_{13} & 0 & 0 & 0 \\
0 & B_{22} & 0 & B_{24} & 0 & 0 \\
B_{31} & B_{32} & 0 & 0 & B_{35} & 0 \\
0 & B_{42} & 0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
\ddot{x} \\
\dot{\omega} \\
+ \\
t \\
q \\
\tau
\end{array}\right]=\left[\begin{array}{l}
u_{1} \\
u_{2} \\
v_{1} \\
v_{2} \\
v_{3} \\
v_{4}
\end{array}\right]
$$

(4.135)

SOLUTION OF THE SYSTEM EQUATIONS

The system contains $6 N+6 M+3 L$ equations. The current version is dimensioned to handle 30 segments plus the vehicle and ground with 21 joints and 20 other types of constraints yielding 420 equations.

Due to the large system size, sparse matrix techniques are employed. In addition, since $M$ and $\varnothing$ are diagonal, special subroutines ( $D A U X_{i j}$ ) were written to produce the reduced set of equations involving only the constraints by block reduction of the system equation (4.135)

$$
\begin{aligned}
& c_{11} f+c_{12} t+c_{13} g+c_{14} \tau=. v_{1}^{*} \\
& c_{12} f+c_{22} t+c_{23} g+c_{24} r=v_{2} \\
& c_{13} f+c_{25} t+c_{33} g+c_{34} \tau=v_{3}^{*} \\
& c_{14} f+c_{24} t+c_{34} g+c_{44} \tau=v_{4}^{*}
\end{aligned}
$$

The above equations are solved by subroutine FSMSOL which is a routine using a Gauss elimination process specifically designed for sparse matrices of the type encountered in the model. The current version of FSMSOL takes admantage of the symmetry when symmetry exists. Although the equations are written in a symmetrical form, the addition of the sliding constraint and the tension elements destroy symmetry.

After FSMSOL has computed $f, t, q$, and $\tau$ subroutine DAUX compates the linear and angular accelerations from equations (4.54) and (4.55)

## 5.1 <br> SYMMETRY OPTION

If either of the symmetry modes is exercised modifications are made in DAUX after the contact routines are executed and before the solving
of the system equations for $f, t, g$ and $r$. The following tables indicate the specific symmetrical configurations available by specifying elements of the NSYM array and the corresponding modifications in the DAUX routine.

NSYM J$)=0 \quad$| Normal three dimensional motion for body segment J. |
| :--- |
|  |
|  |
| Therefore a complete blank card will enable the pro- |
| gram to operate in a normal manner. |

NSYM(J) $=\mathrm{J} \quad$| The motion of body segment J will be restricted to the |
| :--- |
| $\mathrm{x}-\mathrm{z}$ plane with no lateral motion. Hence it will be two |
| dimensional. |

NSYM $(J)=K \quad$ Body segments $J$ and $K$ are to remain symmetrical with no lateral motion. The motion of each will be replaced with their average and restricted to the $x-z$ plane. NSYM(K) must be equal to J.

NSYM $(J)=-K \quad$ Body segments $J$ and $K$ are to remain mirror symmetrical with respect to the $x-z$ plane. Equal but opposite lateral motion is permitted. NSYM(K) must be equal to -J.

| NSYM(J) | $\mathrm{f}=\mathrm{Ul} 1_{y}, \mathrm{U} 2_{x}$ and $\mathrm{U} 2^{2}$ | $\mathrm{f}=\mathrm{Ul}_{\mathrm{x}}, \mathrm{Ul}_{\mathrm{z}}$ and |
| :---: | :---: | :---: |
| $=0$ | no change | no change |
| $=\mathrm{J}$ | $\mathrm{f}_{\mathrm{J}}=0$ | no change |
| $=\mathrm{K}(\mathrm{K}>\mathrm{J})$ | $\mathrm{f}_{\mathrm{J}}=0$ | $\mathrm{f}_{\mathrm{J}}=1 / 2\left(\mathrm{f}_{\mathrm{J}}+\mathrm{f}_{\mathrm{K}}\right)$ |
| $=\mathrm{K}(\mathrm{K}<\mathrm{J})$ | $\mathrm{f}_{\mathrm{J}}=0$ | $\mathrm{f}_{\mathrm{J}}=\mathrm{f}_{\mathrm{K}}$ |
| $=-\mathrm{K}(\mathrm{K}>\mathrm{J})$ | $\mathrm{f}_{\mathrm{J}}=\left(\mathrm{f}_{\mathrm{J}}-\mathrm{f}_{\mathrm{K}}\right) / 2$ | $\mathrm{f}_{\mathrm{J}}=\left(\mathrm{f}_{\mathrm{J}}+\mathrm{f}_{\mathrm{K}}\right) / 2$ |
| $=-\mathrm{K}(\mathrm{K}<\mathrm{J})$ | $\mathrm{f}_{\mathrm{J}}=-\mathrm{f}_{\mathrm{K}}$ | $\mathrm{f}_{\mathrm{J}}=\mathrm{f}_{\mathrm{K}}$ |

[^5]For purposes of computing torques at the joint a separate coordinate system is defined for the joint. The joint coordinate system is related to the principal axes of the segment by the standard yaw, pitch and roll angles as displayed in Figure 6.0. Note that the joint coordinates are defined for both segments that are attached at the joint and joint torques are then computed using the relative angular orientation and velocity of these two coordinate systems. These two coordinate systems are fixed in each segment and do not move relative to the segment.

As an example consider the two coordinate systems presented in Figure 6.1. The $h_{A}$ and $h_{B}$ displayed there would correspond to the $\hat{\sigma}_{3}$ and $\hat{\sigma}_{2}$ axes respectively. The $h_{A}^{\prime}$ and $h_{B}^{\prime}$ axes would correspond to the $\hat{\sigma}_{3}, \hat{\sigma}_{2}^{3}$ axes defined for the adjoining segment.

Joint torques in the program are computed by a choice of three routines. Subroutine VISPR is described in Section 6.1. It is used to compute torques in the standard ball and pin joint. A special model of a mechanical joint termed an Euler joint is described in Section 6.3, Subroutine EJOINT. This is based on the standard Euler angles as displayed in Figure 2.8 using three axes of rotation. Either VISPR or EJOINT may be used with or without the global graphic joint stop representation described in Section 6.2.

The ball or pinned joint may lock. The Euler joint may lock on any combination of its prinicpal axes. If a joint goes from a free to a locked state or if the Euler Joint changes its state (free or locked axes) a special impulse subroutine (IMPLS2) is called to correct the angular velocities of the segments so that the required components of relative angular velocity of the adjoining segments (those connected by the joint) are set to zero.

The ball joint is either free or completely locked. The pinned joint, of course, can lock on only one axis, in which case it is completely locked. The Euler Joint has seven different locked states and one completely free state.

The decision to unlock a locked joint is made by comparing the locking torque to an input torque that is prescribed by the user. If the locking torque exceeds the prescribed level, the joint is unlocked. In an Euler Joint, the user may specify a breaking torque on each of the three axes.

The user specifies a minimum torque and a minimum relative angular velocity at which the joint may remain unlocked. If the locking torque or the velocity fall below these specified levels, the joint will relock and the velocities corrected by use of the impulse routine.

The spring functions used to define the restoring torque on the ball pinned, or Euler Joint are defined in Section 6.1. In this definition, a linear torque vs. angle is prescribed until a specified joint stop angle is reached. For angles greater than the joint stop, a quadratic and cubic restoring torque is added. This effectively defines the joint stop as a 'soft' stop instead of a 'hard' stop. That is, the angular motion of the joint may actually exceed the specified stop but a progressively increasing restoring torque will be applied. When the Globalgraphic option is used, the restoring torque can be defined using the general function definitions as described in Section 7.5.

The user has the option of specifying that an impulsive torque be applied when a joint first enters or reenters a stop. In a ball joint, this will be applied on either the flexure or twist axis. For an Euler Joint, this torque will be applied on the particular axis involved. If the Globalgraphic option is used, an impulse may also be specified on the axis determining the Globalgraphic equation
$\left(\hat{e}_{1}, \hat{e}_{2}, \hat{e}_{3}\right) \div$ principal axes of the
$\left(\hat{\sigma}_{1}, \hat{\sigma}_{2}, \hat{\sigma}_{3}\right) \triangleq$ joint coordinate system


Figure 6.0 DEFINITION OF THE JOINT COORDINATE SYSTEM

Subroutine VISPR computes the torques at the joints as functions of the relative angular orientation and velocity of the adjoining segments. The spring and viscous coefficients specified on the input cards are used for the functional evaluation. The coordinates used for the joint torque computation are illustrated below.


Figure 6.1 JOINT FLEXURE AND TORSION (TWIST)

Two orthogonal unit vectors are associated with each segment at each joint. Let $h_{A}$ and $h_{B}$ be the vectors for segment $k(k=j n t(j))$ and $h^{\prime}{ }_{A}$ and $h^{\prime}{ }_{B}$ be the vectors for segment $j+1$. In the rest position (no torques) $h_{A}$ is aligned with $h^{\prime}{ }_{A}$ and $h_{B}$ is aligned with $h^{\prime}{ }_{B}$. The present input routines allow the user to specify the orientation of these unit vectors with respect to principal coordinate system of the segment. Thus, for each joint the user specifies the yaw-pitch and roll angles of the axes of the joint as they are located relative to the prinicpal system of segment $k$ and as they are located relative to the principal system of segment $\mathbf{j}+1$. If all zero angles are specified for any of these segments, the $h_{A}$ vector will be parallel to the $z$ axis of the segment and the $h_{B}$ vector will be parallel to the $y$ axis.

The flexure angle $(\theta)$ at the joint is computed from the relation:

$$
\begin{equation*}
\theta=\cos ^{-1}\left(h_{A} \cdot h_{A}^{\prime}\right) \tag{6.1}
\end{equation*}
$$

The magnitude of the flexure torque is computed using the flexure spring coefficients. The torque vector is parallel to the vector $h_{A} \otimes h_{A}^{\prime}$.

The twist angle ( $\phi$ ) may be computed from the relation:

$$
\begin{equation*}
\phi=\cos ^{-1}\left(\tilde{h}_{B} \cdot h_{B}^{\prime}\right) \tag{6.2}
\end{equation*}
$$

where $\tilde{h}_{B}$ is the unit vector obtained by rotating $h_{B}$ through the angle $\theta$ about the $h_{A} \otimes h_{A}^{\prime}$ axis. In relation to Euler angles $\theta$ is nutation and $\phi$ is precession plus spin.

The rotation operation is
$\tilde{h}_{B}=\left(\mu \mu \cdot h_{B}+\left(h_{B}-\mu \mu \cdot h_{B}\right) \cos \theta+\sin \theta \mu \otimes h_{B}\right.$
where $\mu$ is a unit vector in the $h_{A} \otimes h^{\prime}{ }_{A}$ direction.

The magnitude of the twist torque is computed using the torsional spring characteristics. The torque vector is taken along the $h^{\prime}{ }_{A}$ axis.

For a pinned joint, only the flexure torque is computed.

The present routine computes a viscous torque from the magnitude of the relative angular velocity vector using the flexural viscous characteristics. The torsional viscous characteristics are not used by the present routine. The viscous torque opposes the angular relative velocity.

The spring (and stop) torques are computed by subroutine EFUNCT which uses the following algorithm to compute the torque $T$ from the parameters $s_{1}, s_{2}, s_{3}, s_{4}$, and $s_{5}$, as illustrated in Figure 6.2.

If $\quad \cdot|\theta| \leq \mathbf{s}_{\mathbf{5}}$
$T=s_{1}|\theta|$
If $|\theta|>s_{5}$, an additional torque $\mathrm{T}_{\mathrm{S}}$ is computed as
$T_{s}=s_{2}\left(|\theta|-s_{5}\right)^{2}+s_{3}\left(|\theta|-s_{5}\right)^{3}$

If $\dot{\theta}<0$ (unloading) $T_{S}$ is modified by
$T_{S}=S_{4} T$

For small values of $|\dot{\theta}|$ the routine interpolates between the loading and unloading characteristics.

The total torque $T+T_{s}$ is returned as the function value.

The coulomb and viscous torque, as illustrated in Figure 6.3, is computed in subroutine VISCOS from the parameters $V_{1}, V_{2}, V_{3}$ in array VISC . The algorithm uses the following expressions:

$$
\text { if } \begin{gather*}
|\dot{\theta}|<V_{3}, Z=V_{3} /\left(2-|\dot{\theta}| / V_{3}\right) ;  \tag{6.3}\\
=V_{1}+V_{2} / Z
\end{gather*}
$$

where $|\omega|$ is the magnitude of the angular velocity. Thus $V_{1}$ is the linear viscous coefficient and $V_{2}$ is the constant coulomb torque which is reduced to zero quadratically as $\omega \rightarrow 0$. This is done for the purpose of avoiding numerical instability in the integration. . These effects need further study.


Figure 6.2 JOINT SPRING TORQUE

JOINT TOROUE DUE TO RELATIVE ANGULAR VELOCITY AT THE JOINT


Figure 6.3 JOINT TORQUE DUE TO RELATIVE ANGULAR VELOCITY AT THE JOINT
6.2 JOINT STOP MODEL

### 6.2.1 General Features

Joints always have definite restrictions on orientation which are imposed by the internal or external geometry of the joint proper. Two types of restrictions are recognized. The first type, which limits the number of degrees of freedom in the joint, can be treated by holonomic constraint relations, which are discussed elsewhere in this report. This section is concerned with the second type of restriction, which does not limit the number of degrees of freedom, but which bounds the range(s) of variation of the angle(s) which express the orientation of the joint. These bounds are usually termed joint stops (or, on occasion, joint-stop contours when the joint has two or more degrees of freedom). Since the treatment of such bounds in the case of hinge joints is covered elsewhere in this report, this section is devoted to the discussion of such bounds in the case of joints with two or three degrees of freedom.

It is clear that in the most general case, the bounds on the variation of a given orientation angle are functions of both of the remaining orientation angles. For reasons brought out in the next subsection, 6.2.2, $\because$ the model presented here is limited to joints for which the bounds on a given orientation angle depend on only one of the remaining orientation angles. As will be shown, this restriction of the model leads to a particularly simple description of joint stops in terms of the global-graphic representation. The generalization of the model for more general types of joint stops awaits future development.

The next subsection also provides the groundwork for the model formalism which is developed in the third and fourth subsections. In the fifth subsection of this section the stop-torque formalism is applied to the spherical-coordinate representation of the joint-stop contour.

### 6.2.2 The Global-Graphic Representation

A joint connects two members which are here designated Segment 1 and Segment 2. The orientation of the joint is completely prescribed by the specification of this orientation of Segment 2 relative to Segment 1. Figure 6.4 depicts three orthogonal unit vectors, $\hat{\sigma}_{1}, \hat{\sigma}_{2}, \hat{\sigma}_{3}$ which are fixed rigidly in Segment 1, and a unit vector, $\vec{\tau}$, which is fixed rigidly in Segment 2.


Figure 6.4 JOINT STOP COORDINATES

The orientation of $\vec{r}$ relative to 1 is completely determined by the sphericalcoordinate angles $\theta$ and $\phi$. More generally, the orientation of $\vec{r}$ can be specified by two independent coordinates, $u_{1}, u_{2}$ which are functions of $\theta$ and $\phi$ 。

If the joint has two degrees of freedom its orientation is completely determined by the orientation of $\vec{r}$; further, any bounds on the orientation of $\bar{r}$ are functions only of $u_{1}$ and $u_{2}$. In this case, the bounds on the orientation of $\vec{r}$ can be represented by a single closed contour on the surface of a unit sphere which is centered at the joint. This representation of the joint stops is termed the global-graphic representation.

If the joint has three degrees of freedom, its orientation is not solely determined by the orientation of $\vec{r}$, but requires additionally the specification of the relative orientation of a second unit vector, $\vec{s}$, which is fixed rigidly in body 2 and which is noncolinear with $\vec{r}$. Further, the complete specification of the relative orientations of $\vec{r}$ and $\vec{s}$, depends upon three coordinates $u_{1}, u_{2}, u_{3}$. As before, the orientation of $\vec{r}$ is still a function only of $u_{1}$ and $u_{2}$. However, (depending on the joint geometry), bounds or stops on the orientation of $\dot{\vec{r}}$ can be functions of all three coordinates $u_{1}, u_{2}$ $u_{3}$. In this case the global graphic representation of the stops on $\vec{r}$ would consist of a family of closed contours on the unit sphere, with $u_{3}$ as the parameter of the family. A similar representation could be introduced for stops on the orientation of $\vec{S}$.

As indicated in the first subsection, the joint stop model considered here is limited to joints for which the bounds on the orientation of $\vec{r}$ are functions only of $u_{1}$ and $u_{2}$. Also the model does not contain provisions for including those bounds on the orientation of $\vec{s}$ which are distinct from bounds on the orientation of $\vec{r}$.

In applying the model, it is important that the coordinate system $\hat{\sigma}_{1}$ $\hat{\sigma}_{2} \hat{\sigma}_{3}$ and the unit vector $\bar{r}$ are chosen so that the reference orientation (see Figure 6.4) is within the joint-stop contour. Also, it is necessary that when contour is expressed in the form

$$
\theta=\theta_{0}(\phi)
$$

$\theta_{0}(\phi)$ is a single-valued function of $\phi$. Fortunately this condition is satisfied by the joints of interest. The version of the model which is presently programmed (and which is discussed in the subsection 6.2.5) employs the representation in (6.1) for the joint-stop contour. However, the more general model developed in the fourth subsection is not limited to the representation in (6.1). It is based on the employment of any coordinates $u_{1}, u_{2}$ which are adequate for the specification of the orientation of $\vec{r}$. For example, if the
stop contour bounded $\theta$ in the range $0 \leq \theta \leq \frac{\pi}{2}$, one could employ

$$
\begin{aligned}
& u_{1}=\vec{F} \cdot \hat{e}_{1} \\
& u_{2}=\vec{r} \cdot \hat{e}_{2}
\end{aligned}
$$

Or, more generally, $u_{1}$ could be equated to $\vec{r} \cdot \hat{e}_{3}$, and $u_{2}$ would be identified with $\vec{r}, \hat{e}_{2}$ for some ranges of orientation of $\vec{r}$, and with $\vec{r}, \hat{e}_{1}$ for other ranges of orientation of $\bar{r}$. This particular choice of coordinates would lead to a more complicated representation of joint-stop contour than the employment of the coordinates $\theta$ and $\phi$. However, the evaluation of arctangents would be avoided, and so computer running time might be reduced.

Throughout the development, the equation

$$
\begin{equation*}
f\left(u_{1}, u_{2}\right)=0 \tag{6.2}
\end{equation*}
$$

is employed for the joint-stop contour. This contour represents a hard stop. As in the case of the hinge joint, the hard stop is replaced by a soft stop. That is, no stop torque is applied to the joint when the terminal point of $\vec{r}$ is contained within the joint-stop contour in (6.2). But when the terminal point of $\vec{r}$ is outside the joint-stop contour in (6.2) a stop torque is applied to the joint. This torque acts in such a direction to tend to restore the terminal point of $\bar{r}$ to the region inside the joint-stop contour; and the magnitude of the torque increases with the extent of penetration of the terminal point of $\overline{\mathrm{r}}$ into the region outside the joint-stop contour. The general approach which is taken to obtain a stop torque with the desired characteristics is brought out in the remainder of this subsection. The detailed development is given in the following subsections.

The stop torque, $\vec{M}$, can be expressed as the sum of stop torques in the direction of and perpendicular to the unit vector $\vec{r}$. It is clear that a stop torque in the direction $\bar{r}$ tends only to produce rotations of about the $\vec{r}$ axis. Such rotations could not restore the terminal point of $\overrightarrow{\mathrm{r}}$ to the region inside the joint-stop contour hence is not applied. It is clear, therefore, that $M$ should be perpendicular to $\vec{r}$. This perpendicularity is assumed by the relation:

$$
\begin{equation*}
\vec{M}=\overrightarrow{\mathrm{r}} \stackrel{\rightharpoonup}{\otimes} \vec{F} \tag{6.3}
\end{equation*}
$$

It is convenient to visualize $\overrightarrow{\mathrm{F}}$ as a force applied at the terminal point of $\overrightarrow{\mathrm{r}}$. In actuality, of course, the desired restoring action is obtained by applying the torque $\vec{M}$ to Segment 2 and a torque $\vec{M}$ to Segment 1 .

The force $\vec{F}$ which is required to obtain restoring action is not unique. First, it is apparent from (3) that components of $\vec{F}$ which are parallel to $\vec{r}$ do not contribute to $\vec{M}$. Therefore, $\vec{F}$ will be chosen perpendicular to $\vec{r}$. In the case of a hard stop, $\vec{F}$ could (conceptually, at least) have components parallel to the joint-stop contour. On the basis of symmetry arguments, such components would not in general serve a useful function. Therefore, $\vec{F}$ would be chosen in a direction perpendicular to the joint-stop contour. In the generalization to a soft stop, it is logical to choose $\vec{F}$ in a direction which is close to perpendicular to that portion of the joint-stop contour which is nearest to the terminal point of istics of the torque, $\vec{M}$, the magnitude of the force, $\vec{F}$, should increase with the extent of penetration of the terminal point of $\bar{x}$ into the region outside of the joint-stop contour. The joint-stop model has been designed so that the force $\vec{F}$, displays the characteristics just discussed. The model is described in the following:

The function $f\left(u_{1}, u_{2}\right)$ is defined so that
(i) $f\left(u_{1}, u_{2}\right)=0$ on the joint-stop contour
(ii) The contour $f\left(u_{x}, u_{2}\right)=c$ encloses or is enclosed by the contour $f\left(u_{1}, u_{2}\right)=0$. (That is, these contours do not intersect)
(iii) On the contour $f\left(u_{z}, u_{2}\right)=\theta$ is a single valued function of $\phi$.
(iv) The surface gradient of $f\left(u_{1}, u_{2}\right)$ is in the direction of the external normal to the contour.

Figure 6.5 depicts the geometry for the determination of the force $\vec{F}$. This figure shows polar ( $\theta$ vs $\phi$ ) plots of the contours of interest.


Figure 6.5 JOINT STOP CONTOURS
$u_{1}^{\prime}, u_{2}^{\prime}$ denote the coordinates of $\vec{r}$. The force $\bar{F}$ is obtained from a differential approximation to the construction described in the next paragraph.

Through the point $\left(u_{1}^{\prime}, u_{2}^{\prime}\right)$ the contour

$$
\begin{equation*}
f\left(u_{1}, u_{2}\right)=f\left(u_{1}^{\prime}, u_{2}^{\prime}\right) \tag{6.4}
\end{equation*}
$$

can be constructed. Then a geodesic of the sphere (depicted by a broken line in the figure) can be constructed to pass through the point ( $u_{1}^{\prime}, u_{2}^{\prime}$ ) and to be perpendicular to the contour in (6.4) at the point. The geodesic will intersect the joint-stop contour $\left(f\left(u_{1}, u_{2}\right)=0\right)$ at some point $\left(u_{x}^{0}, u_{2}^{0}\right)$. The force $\vec{F}$ is parallel to the geodesic tangent at the point ( $u_{x}^{\prime}, u_{2}^{\prime}$ ) (and in the opposite direction to the external normal to the contour in (6.4) at the point ( $\left.u_{x}^{\prime}, u_{2}^{\prime}\right)$ ). The magnitude of the force $\vec{F}$ is an increasing function of the magnitude of the vector $\Delta \overline{\mathrm{r}}$ given by

$$
\begin{equation*}
\Delta \overline{\mathrm{r}}=\overline{\mathrm{r}}\left(u_{1}^{\prime}, u_{2}^{\prime}\right)-\overline{\mathrm{r}}\left(u_{1}^{0}, u_{2}^{0}\right) \tag{6.5}
\end{equation*}
$$

In the model, the force $\vec{F}$ is obtained exactly as just described with the exception that $\left(u_{1}^{\prime}-u_{1}^{0}\right)$ and $u_{2}^{\prime}-u_{2}^{0}$ are treated as differentials, and $\Delta \bar{r}$ and $f\left(u_{1}^{\prime}, u_{2}^{\prime}\right)-f\left(u_{1}^{0}, u_{2}^{0}\right)$ are evaluated in the differential approximation.

As a preliminary to the mathematical development of the model, an expression will be derived for the surface gradient in terms of the general coordinates $u_{1}, u_{2}$.

### 6.2.3 The Surface Gradient

The surface gradient is just the operator $-\bar{n} \otimes(\vec{\eta} \otimes \nabla)$ where $\nabla$ denotes the usual three-dimensional gradient operator, and $\bar{n}$ is the normal to the surface of interest. In the current application $\bar{n}$ is equated to $\vec{r}$. It is convenient to employ the modified surface-gradient operator given by

$$
\begin{equation*}
\nabla_{S}=-\vec{r} \vec{r} \otimes(\stackrel{\rightharpoonup}{r} \otimes \nabla) \tag{6.6}
\end{equation*}
$$

where $\vec{r}$ denotes the radius of the spherical surface. In the case of the unit sphere, $\overrightarrow{\mathbf{r}}=1$. Thus, for simplicity, in the rest of this section $\nabla_{S} f$ will be termed the surface gradient of $f$.

The fundamental property of the surface gradient which is utilized in the model is that the vector given by

$$
\left.\nabla_{s} f\left(u_{1}, u_{2}\right)\right|_{u_{1}=u_{2}^{\prime}, u_{2}=u_{2}^{\prime}}
$$

is normal to $\overrightarrow{\mathrm{r}}$ and to the contour

$$
\begin{equation*}
f\left(u_{1}, u_{2}\right)=f\left(u_{1}^{\prime}, u_{2}^{\prime}\right) \tag{6.7}
\end{equation*}
$$

at the point $u_{x}=u_{1}^{\prime}, u_{2}=u_{2}^{\prime}$. As stated in the previous subsection, $f\left(u_{1} u_{2}\right)$ must be chosen so that $\nabla_{s} f$ evaluated at ( $u_{1}^{\prime}, u_{2}^{\prime}$ ) is in the direction of the exterior normal to the contour in (6.7).

The surface gradient of any differentiable function $V$ of $u_{1}$ and $u_{2}$ satisfies

$$
\begin{equation*}
d v=d \stackrel{\rightharpoonup}{r} \cdot \nabla_{s} V \tag{6.8}
\end{equation*}
$$

where $d v$ is the total differential of $V$ and $\delta \vec{r}$ is the total differential of $\vec{r}$. $d \hat{r}$ is expressible as a function of $u_{1}$ and $u_{2}$. Its total differential may be expressed

$$
\begin{equation*}
d \vec{r}=\vec{a}_{1} d u_{1}+\vec{\alpha}_{2} d u_{2} \tag{6.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\vec{\alpha}_{i}=\frac{\partial \overrightarrow{\vec{r}}}{\partial u_{i}} \quad i=1,2 \tag{6.10}
\end{equation*}
$$

The unitary vectors, $a_{i}$, are not in general orthogonal. Thus, in accord with the formalism for nonorthogonal curvilinear coordinates, reciprocal unitary vectors $\vec{\alpha}^{j}(j=1,2)$ are introduced. These vectors are coplanar to the vectors $\vec{a}_{i}(i=1,2)$ and they satisfy

$$
\begin{equation*}
{\stackrel{\rightharpoonup}{a_{i}}}_{i} \cdot \stackrel{\rightharpoonup}{a}^{j}=\delta_{i j} \tag{6.11}
\end{equation*}
$$

where $\delta_{i j}$ denotes the Kronecker delta:

From (6.8), (6.9), and (6.11), it is readily concluded that

$$
\begin{equation*}
\nabla_{S} V=\frac{1}{\vec{a}} \frac{\partial v}{\partial u_{1}}+\vec{a}^{2} \frac{\partial V}{\partial u_{2}} \tag{6.12}
\end{equation*}
$$

Equation (6.12) is the general expression for the surface gradient of a function $V$. of $u_{1}$ and $u_{2}$.

### 6.2.4 The Mathematical Formulation

This subsection is devoted to the mathematical development of the stop-torque model described in the second subsection. As before, $u_{1}{ }^{\prime}, u_{2}{ }^{\prime}$ denote the coordinates of $\vec{r}$, and $u_{i}^{0}, u_{2}^{0}$, denote the coordinates of the intersection of the joint-stop contour with the geodesic depicted in Figure (6.3). From (6.5).

$$
\begin{equation*}
\Delta \overrightarrow{\mathrm{r}}=\overrightarrow{\mathrm{r}}\left(u_{1}^{\prime}, u_{2}^{\prime}\right)-\overrightarrow{\underline{r}}\left(u_{1}^{0}, u_{z}^{0}\right) \tag{6.13}
\end{equation*}
$$

As explained in suivsection 6.2.2, $\Delta \vec{r}$ is evaluated in the differential approximation. From (6.9) and (6.13)

$$
\begin{equation*}
\Delta \vec{r}=\vec{a}_{1} \Delta u_{1}+\vec{a}_{2} \Delta u_{2} \tag{6.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta u_{i}=u_{i}^{\prime}-u_{i}^{0} \tag{6.15}
\end{equation*}
$$

and $\vec{a}_{i}$ is evaluated at $\left(u_{1}^{\prime}, u_{2}^{\prime}\right)$.

Since $\left(u_{1}^{0}, u_{2}^{0}\right)$ lies on the joint-stop contour,

$$
f\left(u_{x}^{0}, u_{2}^{0}\right)=0
$$

or, employing (6.15)

$$
\begin{equation*}
f\left(u_{1}^{\prime}-\Delta u_{1}, u_{2}^{\prime}-\Delta u_{2}\right)=0 \tag{6.16}
\end{equation*}
$$

In the differential approximation, (6.16) becomes

$$
\begin{equation*}
\frac{\partial f\left(u_{1}^{\prime}, u_{2}^{\prime}\right)}{\partial u_{1}^{\prime}} \Delta u_{1}+\frac{\partial f\left(u_{1}^{\prime}, u_{2}^{\prime}\right)}{\partial u_{2}^{\prime}} \Delta u_{2}=f\left(u_{1}^{\prime}, u_{2}^{\prime}\right) \tag{6.17}
\end{equation*}
$$

The exterior normal at the point $\left(u_{1}^{\prime}, u_{2}\right)$ of the contour

$$
f\left(u_{1}, u_{2}\right)=f\left(u_{1}^{\prime}, u_{2}^{\prime}\right)
$$

is in the direction of the surface gradient $\nabla_{s} f\left(u_{1}^{\prime}, u_{2}^{\prime}\right)$. From (6.12)

$$
\begin{equation*}
\nabla_{s} f\left(u_{1}^{\prime}, u_{2}^{\prime}\right)=\vec{a}^{2} \frac{\partial f}{\partial u_{z}^{\prime}}+\vec{a}^{2} \frac{\partial f}{\partial u_{2}^{\prime}} \tag{6.18}
\end{equation*}
$$

Where $\overrightarrow{2}^{j}$ is evaluated at $\left(u_{1}^{\prime}, u_{2}^{\prime}\right)$.

Now, $\Delta \vec{r}$ is the chord of the geodesic depicted in Figure 6.5. Therefore, in the differential approximation, $\Delta \vec{r}$ is directed parallel to the surface.gradient in (6.18). This condition and (6.17) uniquely determines $\Delta u_{1}$ and $\Delta u_{2}$. To evaluate $\Delta u_{1}$ and $\Delta u_{2}$, (6.11) is employed to reexpress (6.14) in this form (dot $\bar{a}_{1}$ and $\bar{a}_{2}$ with 6.14 to get coefficients of $\bar{a}^{\prime}$ and $\bar{a}^{-2}$ )

$$
\begin{align*}
\Delta \vec{r} & =\left[\vec{a}_{1} \cdot \vec{a}_{1} \Delta u_{1}+\vec{a}_{2} \cdot \vec{a}_{1} \Delta u_{2}\right] \vec{a}^{1}  \tag{6.19}\\
& +\left[\vec{a}_{1} \cdot \vec{a}_{2} \Delta u_{1}+\vec{a}_{2} \cdot \vec{a}_{2} \Delta u_{2}\right] \vec{a}^{2}
\end{align*}
$$

In the expressions for the final solution, the superscript 1 on $u_{1}^{1}, u_{2}^{1}$ is dropped so that $u_{1}, u_{2}$ are the coordinates of $\vec{r}$. The stop torque, $\vec{M}$, defined in the second subsection, is given by

$$
\begin{gathered}
\vec{M}=0 \text { if }\left(u_{1}, u_{2}\right) \text { is within the joint-stop contour (6.20) } \\
\dot{M}=-A(\mid \Delta \overrightarrow{\mathrm{r}} /) \frac{\overline{\mathrm{r}} \otimes \Delta \overline{\mathrm{r}}}{/ \Delta \overline{\mathrm{r}} i} \quad \text { otherwise }
\end{gathered}
$$

A ( $/ \Delta \overrightarrow{\mathrm{r}} /$ ) denotes a suitably chosen non-negative, increasing function of the magnitude $/ \Delta \bar{r} /$ of $\Delta \vec{r}$, which is given by

$$
\begin{equation*}
\Delta \overrightarrow{\mathrm{r}}=\vec{a}_{1} \Delta u_{1}+\vec{a}_{2} \Delta u_{2} \tag{6.21}
\end{equation*}
$$

The unitary vectors $\vec{\alpha}_{i}$ are defined in the previous subsection, and

$$
\begin{equation*}
\Delta u_{1}=\frac{\left[\alpha_{22} f_{1}-\alpha_{12} f_{2}\right] f}{\left[\alpha_{22} f_{2}^{2}-2 \alpha_{12} f_{1} f_{2}+a_{11} f_{2}^{2}\right]} \quad \Delta u_{2}=\frac{\left[a_{11} f_{2}-\alpha_{12} f_{1}\right] f}{\left[a_{22} f_{1}^{2}-2 \alpha_{12} f_{1} f_{2}+\alpha_{11} f_{2}^{2}\right]} \tag{6.22}
\end{equation*}
$$

$$
\begin{aligned}
& f=f\left(u_{1}, u_{2}\right) \\
& f_{i}=\partial f / \partial u_{i} \quad \\
& a_{i j}=\vec{a}_{i} \cdot \vec{a}_{j} \quad i=1,2
\end{aligned} \quad i, j=1,2
$$

The conditions on the function $f\left(u_{1}, u_{2}\right)$ are given in the second subsection of this development.

In the next subsection, $\vec{M}$ is evaluated for the coordinates $\theta$ and $\phi \ldots$

### 6.2.5 Application to Spherical Coordinates

In the computer program, the spherical coordinate representation

$$
\theta=\theta_{0}(\phi)
$$

is employed for the joint-stop contour. To evaluate the stop torque, $\vec{M}$, in the coordinates $\theta, \phi$ the formalism of the above subsection is applied with

$$
\begin{aligned}
& u_{1}=\theta, u_{2}=\phi \\
& \vec{a}_{1}=\hat{\theta}, \vec{a}_{2}=\hat{\phi} \sin \theta \\
& f\left(u_{1}, u_{2}\right)=\theta-\theta_{0}(\phi)
\end{aligned}
$$

Here $\hat{\theta}$ denotes a unit vector in the direction of increasing $\theta$ and $\hat{\phi}$ denotes a unit vector in the direction of increasing $\phi$.

The evaluation of $\overrightarrow{\mathrm{M}}$ is straightforward. The final expression is: for

$$
\begin{aligned}
& 0 \leq \theta_{0}(\phi), \\
& 0>\theta_{0}(\phi), \quad \vec{M}=0
\end{aligned} \quad \vec{M}=\frac{-A(1 \Delta \dot{\mathrm{r}} /)\left(\hat{\phi} \sin \theta+\hat{\theta} \theta_{0}^{\prime}\right)}{\sqrt{\sin ^{2} \theta+\left(\theta_{0}^{\prime}\right)^{2}}}
$$

where

$$
\begin{aligned}
\theta_{0}^{\prime} & =\frac{\partial \theta_{0}(\phi)}{\partial \phi} \\
/ \Delta \overline{\mathrm{r}} / & =\left[\theta-\theta_{0}(\phi)\right] \sin \theta / \sqrt{\sin ^{2} \theta+\left(\theta_{0}^{\prime}\right)^{2}}
\end{aligned}
$$

The non-negative function $A(\mid \Delta \vec{r} /)$ is computed by employing the force versus deflection subroutine in the computer program. As noted above, the torque $\vec{M}$ is applied to body 2 and a torque $\overrightarrow{-M}$ is applied to body 1.

### 6.2.6 Stop Contour

The representation of the stop contour is taken from the work of Dr . R.E. Herron where he uses a trigonometric polynomial of the form.*

$$
\theta_{0}(\phi)=\sum_{n=1}^{N} \cos ^{n-1} \phi\left(C_{2 n-1}+C_{2 \pi} \sin \phi\right)
$$

The degree of $\theta$ depends on the particular joint. Stop contours and the corresponding numerical values for the coefficients as supplied by the Biostereometrics Laboratory of the Texas Institute for Rehabilitation and Research are presented in Figures 6-6 thru 6-14.

See equation 11 pg 40 of Reference 14.


GLOBOGRAPHIC DESCRIPTION OF JOINT SINUS SHOULDER
FIGURE 6.6
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GLOBOGRAPHIC DESCRIPTION OF JOINT SINUS ELBOW
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GLOBOGRAPHIC DESCRIPTION OF JOINT SINUS ANKLE
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GLOBOGRAPHIC DESCRIPTION OF JOINT SINUS LUMBAR PIVOT

FIGURE 6.12
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| ---: | ---: | ---: |
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| 10 | 0.3462342717 D | 00 |



GLOBOGRAPHIC DESCRIPTION OF JOINT SINUS COLLAR BONE


GLOBOGRAPHIC DESCRIPTION OF JOINT SINUS NECK

## 6.3 <br> EULER JOINT MODEL

As a means of more accurately modeling mechanical joints used in dummies, a joint termed an Euler joint illustrated in Figure 615 has been defined. For purposes of discussion consider a composite joint attaching segments 1 and 4.


Figure 6.15 EULER JOINT

The composite joint itself is comprised of two segments; segments 2 and 3 , and 3 pin joints.

Joint 1 connects 1 to 2 , rotation about $h_{y}$
Joint 2 connects 2 to 3 , rotation about $h_{2}$
Joint 3 connects 3 to 4 , rotation about $h_{3}$

The equations of motion are:

$$
\begin{aligned}
& m_{1} \ddot{x}_{1}+f_{1}=u_{11} \\
& m_{2} \ddot{x}_{2}-f_{y}+f_{2}=u_{12} \\
& m_{3} \ddot{x}_{3}-f_{2}+f_{3}=u_{x 3} \\
& m_{4} \ddot{x}-f_{3}=u_{14}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d}{d t}\left(\phi_{1} w_{1}\right)+\mathrm{r}_{12} \otimes D_{1} f_{1}+D_{1} t_{1}=u_{21}+D_{1} \tau_{1} \\
& \frac{d}{d t}\left(\phi_{2} w_{2}\right)-\mathrm{r}_{2 x} \otimes D_{2} f_{1}+\mathrm{r}_{22} \otimes D_{2} f_{2}-D_{2} t_{1}+D_{2} t_{2}=u_{22}-D_{2} \tau_{1}+D_{2} \tau_{2} \\
& \frac{d}{d t}\left(\phi_{3} w_{3}\right)-\mathrm{r}_{32} \otimes D_{3} f_{2}+\mathrm{r}_{33} \oplus D_{3} f_{3}-D_{3} t_{2}+D_{3} t_{3}=u_{23}-D_{3} \tau_{2}+D_{3} \tau_{3} \\
& \frac{d}{d t}\left(\phi_{4} w_{4}\right)-\mathrm{r}_{43} \oplus D_{4} f_{3}-D_{4} t_{3}=u_{33}-D_{4} \tau_{3}
\end{aligned}
$$

with the constraìnt equations:

$$
\begin{aligned}
& x_{x}+D_{2}^{-x} r_{x z}=x_{2}+D_{2}^{-1} r_{2 I} \\
& x_{2}+D_{2}^{-1} r_{22}=x_{3}+D_{3}^{-1} r_{32} \\
& x_{3}+D_{3}^{-1} r_{33}=x_{4}+D_{4}^{-x} r_{43}
\end{aligned}
$$

and angular constraints:

$$
\begin{aligned}
& D_{1}^{-1} h_{11}=D_{2}^{-1} h_{21}=h_{1} \\
& D_{2}^{-1} h_{22}=D_{3}^{-1} h_{32}=h_{2} \\
& D_{3}^{-1} h_{33}=D_{4}^{-1} h_{43}=h_{3}
\end{aligned}
$$

Where $h_{1}, h_{2}, h_{3}$ are pin vectors parallel to permitted axis of rotation. The $f_{1}, f_{2}, f_{3}$ are constraint forces, and $t_{1}, t_{2}$ and $t_{3}$ are constraint torques at the joints. Also $\tau_{1}, \tau_{2}$ and $\tau_{3}$ are additional torques generated at the joints ( $h_{n j}$ is pin vector $h_{j}$ as measured in system n.)

Define an axis system in segment 1 where, the $z$ axis is aligned with the pin vector $h$. Let $H_{l}$ be the relative direction cosine matrix associated with this system such that a vector $z$ in the reference system will be transformed into the local system by Zlocal $=H_{1} D_{1} \mathcal{F}_{\text {ref. }}$. Define a reference system in segment 2 whose $\gamma$ axis is aligned with the pin vector $h_{y}$ and whose $x$ axis is aligned with pin vector $h_{2}$. Also define a system in segment 3 whose $z$ axis is aligned with the pin vector $h_{2}$ and whose $x$ axis is aligned with pin vector $h_{3}$. (Note that $h_{1} \cdot h_{3}=\cos \theta, h_{1} \cdot h_{2}=0$ and $h_{2} \cdot h_{3}=0$ ) Define an axis system in segment 4 whose $z$ axis is aligned with the pin $h_{3}$. Let $H_{4}$ be the relative direction cosine matrix in a manner similar to that used for segment 1. Let $\phi$ be the rotation of segment 2 relative to segment 1 about the $h_{1}$ axis. Let $\theta$ be the rotation of segment 3 relative to segment 2 about the $h_{2}$ axis. Let $\psi$ be the rotation of segment, 4 relative to segment 3 about the $h_{3}$ axis. Then

$$
\begin{aligned}
& D_{2}=T_{z}(\phi) H_{1} D_{1} \\
& D_{3}=T_{x}(\theta) D_{2} \\
& D_{4}=H_{4}^{\top} T_{F}(\psi) D_{3}=H_{1}^{\top} T_{z}(\psi) T_{x}(\theta) T_{z}(\phi) H_{x} D_{x} . \\
& T_{7}(\psi) T_{x}(\theta) T_{7}(\phi)=H_{4} D_{4} D_{x}^{-1} H^{-1}
\end{aligned}
$$

here $T_{x}(\theta)$ indicates a rotation through an angle $\theta$ about the local $x$ axis and $\mathrm{T}_{\mathrm{z}}(\phi)$ indicates a rotation through an angle $\phi$ about the local z axis. Also note that $T_{g}(\psi) T_{x}(\theta) T_{z}(\phi)$ is the standard Euler transformation relating segment 4 to segment 1 . Where $\varnothing$ is precession $\theta$ is nutation and $\psi$ is spin.

Make the following simplifications:
(1) The masses and inertias of segments 2 and 3 are negligible

$$
m_{2}=m_{3}=\varnothing_{2}=\varnothing_{3}=0
$$

(2) The dimensions of the joints are negligible

$$
r_{2 y}=r_{22}=r_{32}=r_{33}=0
$$

(3) No forces or torques act on segments 2 and 3 other than those produced by constraint forces and torques, or torques generated by the relative Euler angles at the joints themselves.

$$
\binom{u_{22}=u_{23}=0}{u_{12}=u_{13}=0}
$$

These assumptions reduce the model to two effective segments (1 and 4) connected by a massless joint.

The reduced set of equations are:

$$
\begin{array}{ll}
m_{1} \ddot{x}_{1}+f_{1}=u_{11} \\
-f_{1}+f_{2}=0 & \\
-f_{2}+f_{3}=0 & \\
\left.m_{4} \ddot{x}_{4}-f_{3}=w_{1}\right)+r_{11} \otimes D_{1} f_{1}+D_{1} t_{1}=u_{21}+D_{1} \tau_{1} \\
& -D_{2} t_{1}+D_{2} t_{2}=-D_{2} \tau_{1}+D_{2} \tau_{2} \\
& -D_{3} t_{2}+D_{3} t_{3}=-D_{3} \tau_{2}+D_{3} \tau_{3} \\
& \frac{d}{d t}\left(\phi_{4} w_{4}\right)-r_{43} \otimes D_{4} f_{3}-D_{4} t_{3}=u_{24}-D_{4} \tau_{3}
\end{array}
$$

Since

$$
\begin{aligned}
& f_{y}=f_{2}=f_{3} \\
& t_{2}=t_{1}-\tau_{2}+\tau_{2} \\
& t_{3}=t_{2}-\tau_{2}+\tau_{3}
\end{aligned}
$$

and

If we let $t=t_{1}-\tau_{1}$

We may write the equations as

$$
\begin{aligned}
& m m_{1} \ddot{x}_{1}+f_{1}=u_{11} \\
& m m_{4} \ddot{x}_{4}-f_{1}=u_{14} \\
& \left(\phi_{1} \cdot w_{1}\right)+r_{11} \otimes D_{1} f_{1}+D_{1} t=u_{21} \\
& \left(\phi_{4} w_{4}\right)-r_{43} \otimes D_{4} f_{1}-D_{4} t=u_{24} \\
& x_{1}+D_{1}^{-1} r_{11}=x_{4}+D_{4}^{-1} r_{43}
\end{aligned}
$$

For the axes of rotation we have:
for precession $\phi, h_{1}=D_{1}^{-1} h_{11}=D_{2}^{-1} h_{21}$,
nutation $\theta, n_{2}=D_{2}^{-y} h_{22}=D_{3}^{-1} h_{32}$,
spin

$$
\psi, h_{3}=D_{3}^{-1} h_{33}=D_{4}^{-1} h_{43}
$$

Fox the direction cosines,

$$
\begin{aligned}
& D_{2}=T_{2}(\phi) H_{1} D_{1} \\
& D_{3}=T_{x}(\theta) D_{2} \\
& H_{4} D_{4}=T_{2}(\psi) D_{3}
\end{aligned}
$$

Where $H_{z}$ and $H_{+}$are defined such that when $\phi=\theta=\psi=0$, the local $x, y, z$ axis of each system are aligned.

Thus

$$
\begin{aligned}
& h_{11}^{*}=\binom{0}{0}=h_{11}=h_{33}=h_{\neq 3}^{*} \\
& h_{22}=\binom{x}{0}=h_{32}
\end{aligned}
$$

Explicitly for the $h_{i}$ in the inertial reference system we have
or equivalently

$$
\begin{aligned}
& h_{1}=D_{1}^{-1} H_{1}^{-1}\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right) \\
& h_{2}=D_{x}^{-1} H_{x}^{-1} T_{g}^{-1}(\phi)\left(\begin{array}{c}
x \\
0 \\
0
\end{array}\right)=D_{x}^{-1} H_{y}^{-1}\left(\begin{array}{cc}
\cos \theta \\
\sin \theta \\
0 & 0
\end{array}\right) \\
& h_{2}=D_{4}^{-1} H_{4}^{-1} T_{z}(\psi)\left(\begin{array}{c}
x \\
0 \\
0
\end{array}\right)=D_{4}^{-x} H_{4}^{-x}\left(\begin{array}{c}
\cos \psi \\
-\sin \psi \\
0
\end{array}\right) \\
& h_{3}=D_{4}^{-1} H_{4}^{-1}\binom{0}{0}
\end{aligned}
$$

The relative angular velocity is

Thus we have

$$
\begin{array}{r}
\Delta w=D_{4}^{-1} w_{4}-D_{1}^{-1} w_{1} \\
\dot{\phi}+\cos \theta \dot{\psi}=h_{1} \cdot \Delta w \\
\theta=h_{2} \cdot \Delta w \\
\cos \theta \dot{\phi}+\dot{\psi}=h_{3} \cdot \Delta w
\end{array}
$$

It should be noted that a singular case arises when $\cos \theta= \pm 1$. For these cases it is impossible to distinguish between $\phi$ and $\psi$ from the rotation matrix ( $T_{g}(\psi) T_{x}(\theta) T_{z}(\phi)$ ) alone, some auxiliary information must be used.

Consider the case where all axes are free -
then

$$
t=\alpha h_{2}+\beta h_{2}+\gamma h_{3}
$$

where

$$
\begin{aligned}
\alpha & =-f(\phi, \dot{\phi}) \\
\beta & =-g(\theta, \dot{\theta}) \\
\gamma & =-h(\psi, \psi \psi)
\end{aligned}
$$

Where $f, g$, $h$ are the torques generated on the free axes.

Note that

$$
\begin{aligned}
& h_{i} \cdot n_{i}=1 \quad \text { for } i 1,2,3 \\
& h_{1} \cdot h_{2}=h_{2} \cdot h_{3}=0 \\
& h_{1} \cdot h_{3}=\cos \theta
\end{aligned}
$$

It should also be noted that when $\sin \theta=0$ the components of angular velocity of segments 1 and 4 projected on the $h_{2} \otimes h_{2}$ axis must be equal. This is a constraint in the system.

Consider the case where the precession axis is locked. The constraint torque $t_{c}$ must lie on an axis which is perpendicular to $h_{2}$ and $h_{3}$. This axis is

$$
h_{1}^{*}=h_{2} \times h_{3}, h_{1}^{*} \text { will be a unit vector since } h_{2} \cdot h_{3}=0
$$

where

$$
\begin{gathered}
t=-t_{c}+\beta h_{2}+\gamma h_{3}=-t_{c}-g h_{2}-h h_{3} \\
t_{c}^{*}=\alpha h_{1}^{*}={\mathrm{h}_{1}}^{*} \cdot \mathrm{t}_{\mathrm{c}^{\mathrm{h}_{1}}}
\end{gathered}
$$

The constraint equation is a statement of the fact that the components of angular velocity on the $h_{x}$ axis of the adjoining segments must be equal.

That is,

$$
h_{1}^{*} \cdot\left[D_{1}^{-1} w_{1}-D_{4}^{-1} w_{4}\right]=0
$$

When the system is constrained we will write the equations of motion as

$$
\begin{aligned}
& \frac{d}{d t}\left(\phi_{1} w_{z}\right)+\mathrm{r}_{z 1} \otimes D_{z} f_{1}+D_{1} \mathrm{Pt}=u_{2 y}+D_{z}\left(t .+t_{c}\right) \\
& \frac{d t}{d t}\left(\phi_{4} u_{4}\right)-\mathrm{r}_{43} \otimes D_{4} f_{z}-D_{4} \mathrm{Pt} t_{c}=u_{24}-D_{4}\left(t+t_{c}\right)
\end{aligned}
$$

with the constraint $\left(I-h_{1}{ }^{*} h_{1} * \cdot t_{c}=(I-P) t_{c}=0\right.$.

Where $P$ is a projection operator with the property $P t_{C}=t_{c}$

The constraint equation in acceleration form may be expressed as

$$
P\left[D_{1}^{-1} \dot{w}_{y}-D_{4}^{-x} \dot{w}_{4}\right]+\lambda[I-P] t_{c}=-\dot{h}_{1} *\left[D_{1}^{-1} \dot{w}_{1}-D_{4}^{-1} w_{4}\right] h_{1}^{*}
$$

Where

$$
\mathrm{P}=\mathrm{h}_{1}{ }^{*} \mathrm{~h}_{1}{ }^{* T}=\mathrm{h}_{1}{ }^{*} \mathrm{~h}_{1}{ }^{*} .
$$

$h_{2}$ has the angular velocity of segment 1 and $h_{3}$ has the angular velocity of segment 4 .

Similarly if the spin axis is locked we have

$$
t=-t_{c}-f h_{1}-g h_{2}
$$

where

$$
t_{c}=\alpha h_{3}^{*} \quad \text { and } \quad P=h_{3}{ }^{*} h_{3}{ }^{*_{i} T}
$$

and $\mathrm{h}_{3}{ }^{*}=\mathrm{h}_{1} \times \mathrm{h}_{2}$
The rest of the development is the same. ( $h_{\neq}$has angular velocity of segment 1 and $h_{2}$ has the angular velocity of segment 4.)

If the nutation axis is locked, then we find that

$$
t=-t_{c}-f h_{y}-h h_{3}
$$

where

$$
\begin{aligned}
& t_{c}=\alpha h_{2} \quad \text { and } \quad \mathrm{P}=\mathrm{h}_{2}{ }^{*} \mathrm{~h}_{2}{ }^{* \mathrm{~T}} \\
& \mathrm{~h}_{2}^{*}=\mathrm{h}_{2}
\end{aligned}
$$

When any two of the axes are locked the unlocked axes is treated in a manner identical to that of a pin or hinge joint. The constraint torque must be perpendicular to the axes

$$
h_{j} \cdot t_{c}^{\prime}=0
$$

and the constraint equation is derived from

In this case

$$
h_{j} \otimes\left(D_{y}^{-1} w_{1}-D_{4}^{-x} w_{4}\right)=0
$$

$$
P=I-h_{j} h_{j}^{\top}=-h_{j} \otimes\left(h_{j} \otimes\right.
$$

| locked pair | pin axis | projection P |
| :---: | :---: | :---: |
| $\phi, \theta$ | $h_{3}$ | $I-h_{3} h_{3}^{\top}$ |
| $\varnothing, \psi$ | $h_{2}$ | $I-h_{2} h_{2}^{\top}$ |
| $\theta, \psi$ | $h_{1}$ | $I-h_{1} h_{1}^{\top}$ |

When all axes are locked the constraint equation is

$$
D_{x}^{-x} w_{x}-D_{A}^{-x} w_{\lambda}=0
$$

and $P=I$, the identity matrix.
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$$
\Delta w=D_{2}^{-1} w_{2}-D_{1}^{-1} w_{1}
$$

$f=f\left(\phi_{2} \dot{\phi}\right) \quad n_{1}=D_{1}^{-1} H_{1}^{-x}\binom{0}{0}, h_{2}=D_{1}^{-1} H_{1}^{-1} T_{z}(\phi)\left(\begin{array}{l}x \\ 0 \\ 0\end{array}\right), h_{3}=D_{4}^{-1} H_{4}^{-1}\binom{0}{0}$
$g=g\left(\theta_{1} \dot{\theta}\right) \quad \dot{h}_{1}=\left(D_{1}^{-1} w_{z}\right) \otimes h_{1}, \dot{h}_{2}=\left(D_{1}^{-z} w_{1}\right) \otimes h_{1}+\dot{\phi} h_{1}{ }^{*}, \dot{h}_{3}=\left(D_{4}^{-1} w_{4}\right) \otimes h_{3}$

$$
\mathrm{h}_{1}^{*}=\mathrm{h}_{2} \times \mathrm{h}_{3}, \mathrm{~h}_{2}^{*}=\mathrm{h}_{2}, \mathrm{~h}_{3}^{*}=\mathrm{h}_{1} \times \mathrm{h}_{2}
$$

$$
\begin{array}{rlrl}
T_{z}(\psi) T_{x}(\theta) T_{z}(\phi)=H_{4} D_{\psi} \cdot D_{x}^{-1} H_{z}^{-1} \\
\dot{\phi}+\dot{\psi} \cos \theta & =h_{I} \cdot(\Delta w), & -\phi \sin \theta & =h_{1}^{*} \cdot \Delta \mathrm{w} \\
\dot{\theta} & =h_{2} \cdot(\Delta w) & \\
\dot{\phi} \cos \theta+\dot{\psi} & =h_{3} \cdot(\Delta w), & -\psi \sin \theta & =h_{z}^{*} \cdot \Delta \mathrm{w}
\end{array}
$$

Each of the functions $f, g, h$ is defined as the sum of a spring torque, a viscous and a coulomb torque as defined in Section 6.1 and illustrated in Figures 6.2 and 6.3.

## SECTION 7

FORCES PRODUCED BY CONTACT

The'present version of the program has four basic contact routines:
(1) ellipsoid with plane
(2) ellipsoid with ellipsoid
(3) ellipsoid with restraint belt
(4) ellipsoid with air bag

Each segment has an ellipsoidal contact surface defined for it. Additional ellipsoidal and/or planar surfaces (finite rectangles) may be associated with each segment. The vehicle may have planar or ellipsoidal surfaces. Any combination may be used with contact routines 1 and 2. The restraint belt may be attached to any segment (usually the vehicle) at two anchor points (these must be separate) and is assumed to pass around the principal ellipsoid through a specified point associated with the segment. Belts may be associated with any segment, but it is assumed that the belts lie in a plane determined by the anchor points and the specified point in the ellipsoid. The number of belts ( 8 maximum) is limited only by storage.

In each of the first three types of contact, the force is determined by a force deflection routine which allows for energy losses (hysteresis), permanent offset, and impulsive forces. The force deflection is associated with each paired contact, hence it is important to specify a mutual force deflection characteristic which allows for the specific paired contacts being considered. For example a head ellipsoid contacting a planar dashboard should be assigned a different force defelction response than the upper torso (ellipsoid) contacting the same planar dashboard. Proper definition of the mutual force deflection allows the user to partially account for the deformation of the contacting segments.

It should be noted that the contact routines which are inputted force-deflection characteristics compute the force as a function of only one parameter (related to the penetration distance) and applythe force at a single
point. However, the modular structure of the program permits easy insertion of more sophisticated routines in which, for example, the force might also be made a function of penetration rate and/or the contact area.

The air bag routine is special in that the air bag is assumed to be ellipsoidal and contacted only by surfaces (occupant segments or vehicle reaction panels) that also are ellipsoids. No contact forces are computed until the air bag is fully inflated and the motion of the bag is then dynamically integrated. Although several segments may contact the air bag, no provision is made for the interaction of simultaneous contacts, i.e., the volume and the effective area associated with a segment (or reaction panel) contact with the bag are computed separately for each contact.* The bag pressure is determined from the total change of bag volume, which is the sum of the volumes computed for the separate contacts, and the forces on the bag and the contacting elements are computed using the pressure and the effective contact areas. The computer program currently provides storage for a maximum of five air bags.

A separate subroutine is used to compute the force resulting from a specific type of contact. The general pattern for defining the forces and torques produced by contact is the following:

1. Detect contact.
2. Determine the parameter (penetration) for use in the force deflection routine.
3. Compute a normal force and friction force.
4. Apply the total force and torque on one segment.
5. Apply the corresponding reaction force and torque to the other segment.

The following sections develop the method used in each of the four types of contact.

[^6]The geometrical configuration of the plane ellipsoid contact along with the appropriate variable definitions is presented in Figure (7.1). The following equations refer to an ellipsoid $A_{m}$ attached to segment $m$ contacting a plane $P_{n}$ attached to segment $n$.

At the point of maximum penetration

$$
\begin{equation*}
\mu A_{m} r_{m}=D_{m 2} D_{n 2}^{-1} t_{1}=-t \tag{7.1}
\end{equation*}
$$

$\mu-$ is a scalar quantity
$t$ - is the outward normal to the plane in m's reference system.
$t_{l^{-}}$is the outward normal to the plane in n's reference system.
The ellipsoid equation is written in the form
therefore

$$
\mathbf{r}_{m}^{\top} A_{m} \mathbf{r}_{m n}=1
$$

$$
\mu^{2}=t^{\top} A_{m}^{-1} t
$$

or

$$
\mu=\sqrt{t^{\top} A_{m}^{-1} t}
$$

This results in

$$
\mathrm{r}_{m}=-A_{m}^{-1} t / \sqrt{t^{\top} A_{m}^{-1} t}
$$

The penetration distance $p$ is given by the following equation

$$
\begin{equation*}
p^{\prime}=t^{T}\left\lfloor l_{m}+r_{m} \cdot\right]-t_{1}^{\top}\left[D_{n}\left(-x_{n 2}+x_{m}\right]+\beta\right. \tag{7.2}
\end{equation*}
$$

where $\beta$ is the distance of the plane from $x_{n}$ (see Figure 7.1)
For $P<0$ no penetration has occurred, and if $P>2 \mu$, the ellipsoid has fully penetrated. In both of these cases no contact is assumed and therefore no forces are generated. The assumption of no contact for full penetration is a crude method of preventing an erroneous contact when an object comes behind a plane from the side.

The point of force application can be specified as occurring at any point between the point of maximum penetration to the point of intersection of the vector $r_{m}$ with the plane. This point is the center of the ellipse formed by the plane-ellipsoid intersection.*

Then

$$
\begin{equation*}
4_{m}=(1-\rho) r_{m}+\rho\left(\frac{\mu-P}{\mu}\right) r_{m}+K_{m} \tag{7,3}
\end{equation*}
$$

defines the point of application of the force as measured from the c. g. of the segment $m$. Then

$$
\begin{equation*}
y_{n}=D_{n} D_{m}^{-1} y_{m}+D_{n}\left(x_{m}-x_{n}\right) \tag{7.4}
\end{equation*}
$$

is the same point as measured from the $c . g$ of segment $n$.

If the plane $P_{n} \quad$ is bounded (i. e a finite rectangle) the projection of $y_{n}$ on the plane is checked to see if it lies on the rectangle by comparing
and

$$
\begin{align*}
& 0 \leq t_{2}^{\dot{T}} 4_{n}-\alpha_{2} \leq \beta_{2} \\
& 0 \leq t_{3}^{T} 4_{n}-\alpha_{3} \leq \beta_{3} \tag{7.5}
\end{align*}
$$

$t_{1}, t_{2}, t_{3}$ are vectors defining the plane, $t_{1}$ is the outward normal to the plane. The scalar quantities $\beta_{1}, \beta_{2}, \beta_{3}, \alpha_{2}, \alpha_{3}$ define the location and size of the plane.

If $\beta_{2}$ or $\beta_{3}$ is zero or negative this check will not be made.

The magnitude of the normal force is computed by the force deflection routine using the penetration distance and the specific material properties. The normal force is then used to generate a friction force existing between the two contacting surfaces. Information concerning the relative velocity is important here, therefore the following equations are needed. The relative velocity between the surfaces at the point of contact is
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Figure 7.1 PLANE-ELLIPSOID CONTACT
computed in m's reference as

$$
\begin{equation*}
v_{n}=D_{m}\left(\dot{x}_{m}-\dot{x}_{n}\right)+w_{m} \otimes 4_{m}-D_{m} D_{n}^{-1}\left(w_{n} \otimes \psi_{n}\right) \tag{7.6}
\end{equation*}
$$

The magnitude of the normal component is given by $t^{\top} V_{r}$. The tangential component then is

$$
\begin{equation*}
V_{r_{t}}=V_{r}-\left(t^{\top} V_{r^{r}}\right) t \tag{7.7}
\end{equation*}
$$

The friction force is computed as $\mathrm{C}_{\mathrm{f}}$ (coefficient of friction) times the normal force. If the magnitude of the tangential velocity is less than one unit a ramp function is applied which allows the friction force to decrease to zero as the tangential velocity decreases to zero.

The total force is then computed as

$$
\begin{equation*}
f=\left|f_{n o \tau}\right| t-C_{f}\left|f_{n o \tau}\right| v_{r_{t}} /\left|v_{r+t}\right| \tag{7.8}
\end{equation*}
$$

The force -f is applied to segment n and f is applied to segment $m$. The torque $-y_{n} \otimes f$ is applied to segment $n$ and $\psi m \otimes f$ to segment $m$.
7.2 INTERSECTION OF ELLIPSOIDS (SUBROUTINE INTERS)

In the program it is necessary to recognize the intersection of two ellipsoids A and B. For the ellipsoid-ellipsoid contact routine (Subroutine SEGSEG) both the exterior and interior contact (ellipsoid $A$ is interior to ellipsoid B) are considered as indicated in Figure 7.2. For the airbag routine only the exterior contact is considered. The technique used is based on the following algorithm.


Figure 7.2 ELLLIPSOID-ELLIPSOID CONTACT

### 7.2.1 Ellipsoid-Ellipsoid Algorithm

If an exterior contact is specified the ellipsoids $A$ and $B$ are expanded or contracted about their centers until a single point of contact is achieved. If contraction was necessary to establish this single point of contact the ellipsoids are said to intersect, otherwise no intersection is assumed.

If an internal contact is specified, ellipsoid $A$ is contracted and ellipsoid $B$ is expanded or vice versa until a single point of contact is a chieved. If a contraction of ellipsoid $A$ (expansion of $B$ ) was necessary to achieve this single point of contact an intersection is assumed, otherwise no intersection is assumed.

This algorithm is executed by subroutine INTERS. The equations are described below. In the current version of the program a memory knowledge is used, hence the algorithm may fail for large, penetrations. This is provided which uses the last solution as the starting point for a new solution. Use of this prior knowledge should reduce the number of iterations which are done to obtain a solution.

Consider the case illustrated in Figure 7.3 of two ellipsoids $A$ and $B$ which just touch at a single point.


Figure 7.3 ELLIPSOID-ELLIPSOID CONTACT GEOMETRY

The basic geometrical relationships are then

$$
\begin{aligned}
& \nu \mu A x=-n \\
& \mu B(x-m)=n
\end{aligned}
$$

where $n$ is the normal directed outward from ellipsoid B and $\nu, \mu$ are scalars.

For an exterior contact $\nu, \mu$ are both positive and for an interior contact ( A is interior to B ) $\nu, \mu$ are both negative. Hence in either case
which yields

$$
\begin{gathered}
\nu A x=-B(x-m) \\
(\nu A+B) x=B m \\
(x-m)=-\nu(\nu A+B)^{-1} A m
\end{gathered}
$$

Thus the value of the single point of contact $X$ is determined by the parameter $\nu$.

The basic equations of the ellipsoids are

Let
and

$$
\begin{aligned}
& x \cdot A x=1 \\
& (x-m) \cdot B(x-m)=1 \\
& f_{A}(\nu)=x \cdot A x \\
& f_{B}(\nu)=(x-m) \cdot B(x-m)
\end{aligned}
$$

For a particular X
if $f_{A}(\nu)>1$ ellipsoid $A$ has been expanded, i. e $x$ lies outside of the ellipsoid if $f_{A}(\nu)<1$ ellipsoid $A$ has been contracted, i. $e x$ is inside the ellipsoid

Now define the function $g(v)$ such that

$$
g(\nu)=f_{A}(\nu)-f_{B}(\nu) \text { for exterior contact }
$$

and/or

$$
g(\nu)=\frac{1}{f_{A}(\nu)}-f_{B}(\nu) \quad \text { for interior contact }
$$

The single point of contact is then determined as the value of where $g(\nu)=0$.

Investigation of the equations shows that solving for the $\nu$ where $g(\nu)=0$ is equivalent to solving a sixth degree polynomial in $\nu$. Rather than solve the polynomial a Newton-Raphson procedure is used where $g(\nu)$ is expanded in a Tayler series.

$$
g(\nu+\delta \nu)=g(\nu)+\left.\delta \nu \frac{d q}{d \nu}\right|_{\nu}
$$

Since it is desired that $g(\nu+\delta \nu)=0$ then

$$
\delta \nu=\frac{-g(\nu)}{\left(\frac{d q}{d \nu}\right)_{\nu}}
$$

This procedure is iterated until a specific degree of convergence is a chieved ( $\left|\frac{\delta \nu}{\nu}\right|<\xi$ ) or until a specified number of steps have been executed and convergence has failed in which case an error message is printed.

The initial value of $\nu$ is estimated as

$$
v=(m \cdot B m / m \cdot A m)^{1 / 2}
$$

for the exterior contact and the negative of this for interior contact. This produces a $\nu$ of about the right order of magnitude.

Using the expressions for $f_{A}$ and $f_{B}$, the following equations result

$$
\begin{aligned}
& \frac{d f_{A}}{d \nu}=2 \frac{d x}{d \nu} \cdot A x \\
& \frac{d f_{B}}{d \nu}=-\nu \frac{d f_{A}}{d \nu} \\
& \frac{d x}{d \nu}=-[\nu A+B]^{-1} A x
\end{aligned}
$$

for exterior contact, $\frac{d q}{d \nu}=\frac{d f_{A}}{d \nu}-\frac{d f_{\theta}}{d \nu}=(1+\nu) \frac{d f_{A}}{d \nu}$
and for interior contact, $\frac{d g}{d \nu}=-\frac{1}{f_{A}^{2}} \frac{d f_{A}}{d \nu}-\frac{d f_{B}}{d \nu}=\left(\nu-\frac{1}{f_{A}^{2}}\right) \frac{d f_{A}}{d \nu}$

The functions $f_{A}, f_{B}$ and $\frac{l}{f_{A}}$ are illustrated below as functions of $\nu$.


Figure 7.4 ELLIPSOID FUNCTIONS FOR INTERIOR AND EXTERIOR CONTACTS

When the solution is obtained, the expansion factor is

$$
\varepsilon_{f}=\sqrt{f_{A}}
$$

If no solution is obtained after 50 iterations, the statement "INTERS ITERATION DID NOT CONVERGE" is printed and the program continues.

### 7.2.2 Depth of Penetration for Ellipsoid-Ellipsoid Contacts

The depth of penetration for the ellipsoid-ellipsoid contact is computed by subroutine SEGSEG by the following algorithm, using the results of subroutine INTERS.

1. For an exterior contact where the ellipsoids have been contracted by an amount $\epsilon_{f}$ as determined by subroutine INTERS they have a single point of contact at the point $x$ when contracted. The location of the same point on $A$ when not contracted is

$$
X_{A}=X / \varepsilon_{f}
$$

and on $B$ is

$$
x_{B}=(x-m)_{1 \epsilon_{f}}+m
$$

The vector between these points is then

$$
X_{A}-X_{B}=\left(\frac{1}{\epsilon_{f}}-1\right) m
$$

The depth of penetration, $p$, is taken as the magnitude of this vector i. e.

$$
\rho=\left(\frac{1}{\varepsilon_{f}}-1\right)|m|
$$

2. For an internal contact, $A$ has been contracted and B expanded. Hence,

$$
\begin{aligned}
& x_{A}=x / \epsilon_{f} \\
& x_{B}=\epsilon_{f}(x-m)+m
\end{aligned}
$$

Then

$$
x_{A}-x_{B}=x / \epsilon_{f}-\epsilon_{f}(x-m)-m-\left(\frac{x}{\epsilon_{f}}-\epsilon_{f}\right) x-\left(1-\epsilon_{f}\right) m
$$

The depth of penetration is then taken as

$$
\dot{\rho}=\left|x_{A}-x_{B}\right|=\left|\left(\frac{1}{\epsilon_{f}}-1\right) x+\epsilon_{f}(x-m)\right|
$$

### 7.3 RESTRAINT BELT CONTACT

The CVS IV program provides two options for modeling of belt restraint systems: (1) the original method, which is described in detail below and (2) a new approach developed for the Air Force Aerospace Medical Research Laboratory at Wright-Patterson Air Force Base which allows modeling of interactive belts that can slip over multiple deformable segments (References 5 and 6).

In the simpler treatment, each restraint belt is assumed to lie in a plane defined by two anchor points attached to a segment (usually the vehicle) and by a fixed point on a contact ellipsoid rigidly attached to some other segment (see Figure 7.5). The calculation of the belt length from the fixed point to the two anchor points is done separately. The friction of the contact between the belt and the segment ellipsoid may be assumed to be either zero or irfinite. In the zero friction option the total belt length is used to compute the strain and a single force-strain history is used to determine the force which is applied equally at each of the tangent points. In the infinite friction option each of the partial belt lengths (one from the fixed point to anchor point A and the other from the fixed point to anchor point. B) are treated
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independently. Separate force-straint histories are carried for each part resulting in different forces. It is assumed that the force-strain functions are defined in such a manner as to account for deformation of the contact ellipsoid (i.e., they are mutual force-strain functions).

The center of the ellipsoid is used as a reference for the calculation of the tangent points and the belt length.

The following vectors are defined:
$\mathcal{F}_{A}, \mathcal{F}_{B}$ - location of anchor points w. r.t. the ellipsoid $T_{A}, T_{B}$-vectors from the anchor points to fixed point
$T_{c}$-vector defining the belt plane
All quantities such as these are matrices in the reference system of the segment associated with the contact ellipsoid.

$$
\begin{equation*}
T_{C}=\frac{T_{B} \otimes T_{A}}{\left|T_{B} \otimes T_{A}\right|} \tag{7.9}
\end{equation*}
$$

The distance, $\tilde{\beta}$, of the center of the ellipsoid to the belt plane is computed by

$$
\begin{equation*}
\tilde{\beta}=T_{C} \cdot f_{C}=T_{C} \cdot f_{A}=T_{C} \cdot z_{B} \tag{7.10}
\end{equation*}
$$

An ellipse is formed by the intersection of the belt plane with the ellipsoid. The center of the ellipse is given by:

$$
\begin{equation*}
X_{E^{-}}=\frac{E^{-1} T_{c}}{T_{c} \cdot E^{-1} T_{c}} \tilde{\beta} \tag{7.11}
\end{equation*}
$$

$E$ is the ellipsoid matrix.

The belt plane is illustrated in Figure 7.6.

$$
\text { Let } \quad \rho=\alpha x+\beta_{z}+\gamma t \otimes F_{z}
$$

Since $x, z$, and $p$ terminate in the belt plane, the following relationships hold, $t \cdot p=t \cdot x=t \cdot z$

Then

$$
\begin{gather*}
t \cdot p=\alpha t \cdot x+\beta t \cdot z \\
\alpha+\beta=1 \tag{7.12}
\end{gather*}
$$

yields
p may now be written;

$$
\begin{equation*}
p=x+\beta(z-x)+\gamma t \otimes E_{z} \tag{7.13}
\end{equation*}
$$

Since $z-p$ is tangent to the ellipsoid it must be perpendicular to the normal at p. Applying this yields.

$$
(z-p) \cdot E p=0
$$

and since $p$ lies in the ellipsoid the ellipsoid equation states that $\rho \cdot E_{p}=1$. Therefore
yielding

$$
\begin{align*}
& z \cdot E_{p}=1 \\
& I=\alpha_{z} \cdot E_{x}+\beta_{z} \cdot E_{q} \tag{7.14}
\end{align*}
$$

Equations (7.12) and (7.14) may be used to define $\alpha$ and $\beta$. To determine $\gamma$ use; $\quad 1=p \cdot E p$

$$
\begin{align*}
& 1=\alpha^{2} x \cdot E_{x}+2 \alpha \beta x \cdot E_{z}+2 \alpha \gamma x \cdot E\left(t \otimes E_{z}\right) \\
& +\beta^{2} z \cdot E_{z}+2 \beta \gamma z \cdot E\left(t \otimes E_{z}\right)+\gamma^{2}\left(t \otimes E_{z}\right) \cdot\left(t \otimes E_{z}\right) \tag{7.15}
\end{align*}
$$

$$
\begin{aligned}
& \text { But } x \cdot E\left(t \otimes E_{z}\right)=E x \cdot t \otimes E_{z}=0=E_{z} \cdot\left(t \otimes E_{z}\right)=z \cdot E\left(t \otimes E_{2}\right) \\
& \gamma^{2}=\frac{\alpha[1-x \cdot E x]}{\left(t \otimes E_{z}\right) \cdot E\left(t \otimes E_{z}\right)}
\end{aligned}
$$
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The choice of the sign of $\gamma$ distinguishes between the possible tangent vectors from the anchor points to the ellipse. The possible belt plane configurations are illustrated in Figure 7.7. Note that if the fixed point does not lie on the arc of contact the belts are assumed to be attached directly to the fixed point as in (d) of Figure 7.7.

Determination of the arc length begins with the definition of a right handed coordinate system uc, up, Tc as; uc is the unit vector in the direction of the fixed point $c$ from the center of the ellipse, $T c$ is the vertor defining the belt plane and $U P=T C \otimes u c$

Let $\rho=x(u c)+y(u p)+x_{E}$, be a vector from the center of the ellipsoid to a point on the ellipse. Applying the equation of an ellipsoid yields:

$$
\begin{align*}
\rho \cdot E \rho= & x^{2} u c \cdot F(u c)+2 \times y u c \cdot E(u p)+y^{2} u p \cdot E u p \\
& +x_{E} \cdot E x_{E}=1 \tag{7.16}
\end{align*}
$$

then writing
where

$$
2 x^{2}+2 b x y+c y^{2}=1
$$

$$
\begin{aligned}
& a=\frac{u c \cdot E u c}{1-X_{E} \cdot E X_{E}} \quad b=\frac{u c \cdot E(u p)}{1-X_{E} \cdot E X_{E}} \\
& c=\frac{\Psi p \cdot E(u \rho)}{1-X_{E} \cdot E X_{E}}
\end{aligned}
$$

The values of $x$ and $y$ are computed for the two tangent points. Denote them as $X_{A}, Y_{A}$ then $X_{B}, Y_{B}$ and

$$
\begin{equation*}
\theta_{A}=\tan ^{-1}\left(U_{A} /_{x_{A}}\right), \theta_{B}=\tan ^{-1}\left(U_{B} / x_{B}\right) \tag{7.18}
\end{equation*}
$$


(d)
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The arc length is then computed by Simpson's Rule integration using ( $a, b, c$, step size and $\theta$, ) as input. The Function Routine Elong performs this operation. The form of the integration is found by considering the following equations:

Write the equation of an ellipse:

$$
\begin{equation*}
2 x^{2}+2 b x y+c y^{2}=1 \tag{7.19}
\end{equation*}
$$

Let $\quad x=\mathrm{r} \cos \theta, y=\mathrm{r} \sin \theta$

Then $\quad r=1 / \sqrt{a \cos ^{2} \theta+2 b \sin \theta \cos \theta+c \sin ^{2} \theta}$

The arc length ds is;

$$
\begin{equation*}
d s=\sqrt{d r^{2}+(r d \theta)^{2}}=d \theta \sqrt{r^{2}+\left(\frac{d r}{d \theta}\right)^{2}} \tag{7.21}
\end{equation*}
$$

Substituting for r yields

$$
\sqrt{r^{2}+\left(\frac{d r}{d \theta}\right)^{2}}=r^{2} \sqrt{a+c+r^{2}\left(b^{2}-\partial c\right)}
$$

The equation for the arc length $L$ is then given by:

$$
\begin{equation*}
L=\int_{0}^{a_{1}} d \theta \sqrt{\mathbf{r}^{2}+\left(\frac{d r}{d \theta}\right)^{2}} \tag{7.22}
\end{equation*}
$$

The sign of $L$ will be defined to agree with the sign of $\theta_{1}$.

The following assumptions and/or restrictions apply to the derivation and use of the belt routine:
(1) Anchor points A and B aredistinct, therefore A, B and the fixed point on the ellipsoid are sufficient to define a plane.
(2) The fixed point lies on the arc of contact from tangent point $A$ to tangent point $B$. If the fixed point does not lie on the
on the contact arc, the belts are run to the fixed point and the arc lengths are set to zero.

### 7.4 AIR BAG CONTACT

The airbag model is based on the assumption of a stretchless bag of ellipsoidal shape which interacts with contact ellipsoids attached to selected segments of the crash victim or the vehicle*. Each interaction of a contact ellipsoid and the bag is treated separately by the geometry routine which computes the decrease in volume of the bag, the effective area of the contact and the force and torque per unit pressure. After all the contacts have been considered the total decrease in volume is used to compute the pressure of the gas in the bag and then the forces and torques are applied to the various segments.

In using the airbag at least one contact ellipsoid must be attached to the vehicle. This is called the primary reactional panel. A point is specified on this panel as the deployment point. At the beginning of the program (time $=0$ ) the bag is assumed to have zero volume (zero size) and is located at the deployment point of the primary reaction panel, after a specified time delay the bag is inflated by using the gas dynamic relations for the choked flow of gas through a nozzle. The gas source is a high pressure tank of constant volume, that the total gas which has come through the nozzle, would occupy at atmospheric pressure. Until this computed volume plus the volume of the intersections from the contacts reaches the geometric volume of the bag

[^8](when fully inflated) the bag is assumed to be at atmospheric pressure and hence no forces are produced. When this volume reaches the geometric volume, the bag is said to be fully inflated and the addition of more gas from the cylinder or an "increase in the volume of intersection will cause the pressure in the bag to increase and thus produce contact forces on any segment intersecting the bag.

During inflation the size of the bag is determined by scaling the semi-axes of the ellipsoid by the cube root of the volume. The center of the bag lies on a vector which has one end at the deployment point and is parallel to the $X$ axis of the primary reaction panel but in the minus $X$-direction, and the distance is equal to the semi major $X$ axis of the sealed bag from the deployment point.

When the bag is fully inflated it is moved dynamically. A mass and inertia matrix is assigned to the bag. Until fully inflated the orientation of the bag with respect to the vehicle is held constant and equal to its initial orientation. The dynamic motion of the bag is updated by the program integrator. An artificial spring force is applied at the end of the positive $X$ axis of the bag and is exterior to the primary reaction panel. This was done to hold the bag to the panel.

### 7.4.1 : Geometry of the Airbag During Inflation

The airbag geometry during the inflation process is illustrated in Figure 7.8.
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During inflation the following algorithm is used to compute the center of the airbag.

Let $z \quad$ location of the center of the primary reaction panel with respect to the vehicle reference
$z_{d}$ be the location of the deployment point with respect to the center of the panel
$u_{x} \quad$ be a unit vector in the positive $X$ direction of the panel
a be the scaled semi-axis (X axis of the airbag)
$Z_{b}$ be the location of the center of the airbag with respect to the

Then $z_{b}=\left\{+z_{d}-d u_{x}\right.$


#### Abstract

The velocity of the c.g. of the bag is computed as the time derivation of this expression plus the velocity of the vehicle.


It should be noted that in the present coding of the program it is tacitly assumed that the X axis of the bag is parallel to the X axis of the primary reaction panel because the above algorithm does not consider the orientation of the bag. This assumption affects only the computation of the artificial spring force which is used to hold the bag to the panel. The spring forces applied only if the end of the X axis of the bag is exterior to the panel and is proportional to the distance of this point from the deployment point. Hence, if the bag $X$ axis is not parallel to the $X$ axis of the primary panel the only error would be in the computation of a possible spring force when the bag is moved dynamically.

The scaled semi axes of the bag are computed by the following algorithm. Let $a_{1}, b_{1}, c_{1}$ be the semi axes of the fully inflated bag as specified by input.

Then the geometric volume of the bag is

$$
v_{g}=(4 / 3) \pi a_{1} b_{1} c_{1}
$$

Let $V_{b}$ be the instantaneous volume of the bag computed from the gas dynamic relations.

Then

$$
\begin{aligned}
& a=a_{1}\left(\frac{V_{b}}{V_{g}}\right)^{1 / 3} \\
& b=b_{1}\left(\frac{V_{b}}{V_{g}}\right)^{1 / 3}
\end{aligned}
$$

$$
c=c_{1}\left(\frac{V_{b}}{V_{g}}\right)^{1 / 3}
$$

are the semi axes during inflation.

The components of inertia of the bag per unit mass are computed from the relations

$$
\begin{aligned}
& \phi_{\mathrm{xx}}=\left(\mathrm{b}_{1}^{2}+\mathrm{c}_{1}^{2}\right) / 5 \\
& \phi_{\mathrm{yy}}=\left(\mathrm{a}_{1}^{2}+\mathrm{c}_{1}^{2}\right) / 5 \\
& \phi_{\mathrm{zz}}=\left(\mathrm{a}_{1}^{2}+\mathrm{b}_{1}^{2}\right) / 5
\end{aligned}
$$

which are the principle components of inertia for a thin ellipsoid (ellipsoidal shell).

### 7.4.2 Dynamic Motion of the Air Bag

When the bag is fully inflated the sum of the forces and torques acting on the bag are used to determine the airbag position, orientation and velocities by integration of the equations of motion. The bag position and velocity is updated only at the completion of a successful main program integration step and is held constant during the integration step.
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Subroutine EDEPTH computes the points of maximum penetration(i.e. $/ P_{A}-P_{B} /$ is maximized)

$$
\begin{equation*}
P=\left|P_{A}-P_{B}\right|^{2} \tag{7.23}
\end{equation*}
$$

If $P$ is less than $10^{-6}$ no further computations are done, zero penetration is assumed.

If $P$ is greater than or equal to $10^{-6}$, two orthogonal planes are defined containing the line from $P_{B}$ to $P_{A}$, using subroutine ORTHO.

In each plane the ellipsoids are replaced by circles with the same radii of curvature as the ellipsoids.

Two cases are considered:

Case I: The radius of curvature of the airbag $r_{A}$ is greater than the radius of curvature of the contacting ellipsoid $r_{B}$. Two circles are constructed with a radius $\quad r=/ r_{A}-r_{B} / / 2$ and center located a distance ${ }^{r_{C}}=\frac{r_{A}+r_{B}}{2}$ from the centers of the circles $A$ and $B$. These circles are located such that they are tangent to the circles $r_{A}$ and $r_{B}$ as shown in Figure 7.10.

The airbag is deformed to the shape described by the arc 1-2-3-4-5-6-7. This arc is the same length as the arc along the circle $A$ from l-PA-7. This may be established by considering the angle $\varnothing$ in the figure. We have

$$
\begin{equation*}
\text { Arc } \left.P_{A}-7=r_{A} \phi=\frac{\left(r_{A}-r_{B}\right)}{2}\right) 2 \phi+r_{B} \phi \tag{7.24}
\end{equation*}
$$

The line from 2 to 6 is tangent to the circles. Points 2 and 6 are the same distance from the center line as are the centers of the tangent circles.

This distance $\alpha$ is

$$
\begin{equation*}
\alpha^{2}=r_{c}^{2}-\left(r_{c}-\frac{p}{2}\right)^{2} \tag{7.25}
\end{equation*}
$$

The volume of revolution of a sector of a circle as shown in the figure below is

$$
\begin{equation*}
V_{S}=\pi \cdot r^{3}\left[2 / 3-\cos \phi\left(1-\cos ^{2} \phi / 3\right)\right] \tag{7.26}
\end{equation*}
$$
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And the volume of a ring as below is


Hence the volume of the shaded area in the figure above is
where

$$
\begin{gather*}
V=\pi r_{A}^{3}\left[2 / 3-\cos \phi\left(1-\cos ^{2} \phi / 3\right)\right] \\
\cdots+\pi r_{B}^{3}\left[2 / 3-\cos \phi\left(1-\cos ^{2} \phi / 3\right)\right] \\
-2 \pi r_{C} r^{2} \sin \phi[\phi-\sin \phi \cos \phi]  \tag{7.28}\\
\cos \phi=1-P /\left(r_{A}+r_{B}\right) \\
\alpha=r_{C} \sin \phi \\
V=\pi\left\{\left(\mathrm{r}_{A}^{3}+\mathrm{r}_{B}^{3}\right)\left(\frac{P}{r_{A}+\mathrm{r}_{B}}\right)^{2}\left(1-1 / 3 \frac{P}{r_{A}+\mathrm{r}_{B}}\right)\right. \\
\left.-\alpha \mathrm{r}^{2}\left[\pi-2 \sin ^{-1}\left(1-\frac{P}{r_{A} \mathrm{r}_{B}}\right)-2 \frac{\alpha}{\mathrm{r}_{C}}\left(1-P_{A}+\mathrm{r}_{B}\right)\right]\right\} \tag{7.29}
\end{gather*}
$$

## Case II: The radius of curvature $r_{A}$ is smaller than $r_{B}$
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In this case no tangent circle is constructed since the arc length along the bag is greater than the arc of the contacting surface.

Alpha, $\alpha$ is' computed as the distance to the point of intersection as follows:

$$
\begin{align*}
& \beta=\left(\mathrm{r}_{A}^{2}-\mathrm{r}_{B}^{2}+\left(\mathrm{r}_{A}+\mathrm{r}_{B}-\rho\right)^{2}\right) / 2\left(\mathrm{r}_{A}+\mathrm{r}_{B}-\rho\right)  \tag{7.30}\\
& \alpha^{2}=\mathrm{r}_{A}^{2}-\beta^{2}
\end{align*}
$$

The volume is

$$
\begin{align*}
& \qquad \begin{array}{l}
V r_{A}^{3}\left[2 / 3-\cos \phi_{A}\left(1-\cos ^{2} \phi_{A} / 3\right)\right] . \\
\\
\text { Since } \quad+\pi r_{B}^{3}\left[2 / 3-\cos \phi_{B}\left(1-\cos ^{2} \phi_{B} / 3\right]\right. \\
\cos \phi_{A}
\end{array}=\beta / r_{A} \\
& \text { and } \cos \phi_{B}=1-\left(P+\beta-r_{A}\right) / r_{B} \tag{7.31}
\end{align*}
$$

It is now possible to write

$$
\begin{align*}
V & =\pi \mathrm{r}_{A}^{3}\left(1-\beta / \mathrm{r}_{A}\right)^{2}\left(1-\left(1-\beta / \mathrm{r}_{A}\right) / 3\right) \\
& +\pi \mathrm{r}_{B}^{3}\left(1-\left(P+\beta-r_{A}\right) / \mathrm{r}_{B}\right)^{2}\left(1-\left(1-\left(P+\beta-\mathrm{r}_{A} / \mathrm{r}_{B}\right) / 3\right)\right. \tag{7.33}
\end{align*}
$$

After the above computations are made in each plane the volume of intersection is computed as the average of the volumes of revolution obtained in each plane and the area is estimated as $\pi$ times the product of the $\alpha_{S}^{\prime}$ (the area of our ellipse).
(Note: If the penetration is greater than the radius of curvature of the airbag in any plane the computations are done by replacing the radius of curvature $r_{A}$ with the penetration $P_{B}$. This serves to limit the volume in cases of extreme penetration where the algorithm is probably no longer valid).

The forces on the bag and on the contacting surface are assumed to be applied at the point $P_{B}$. A friction force is computed which apposes the tangential relative velocity of the two surfaces at this point using a friction coefficient supplied by the user. A ramp function is used to limit the frictional force for small relative velocities.

### 7.4.4 Depth of Penetration for Air Bag Routines (Subroutine EDEPTH)

The airbag routines which consider the intersection of ellipsoid contact surfaces with an ellipsoidal airbag require the points of maximum penetration. Intersection is determined by subroutine INTERS as desired in Section 7.2.2. If an intersection is detected then subroutine EDEPTH is used to compute the points of maximum penetration. The geometry of the ellipsoid-airbag contact is illustrated in Figure 7.12.
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Consider ellipsoids $A$ and $B$ whose centers are separated by the vector $m$. It is desired to find the point $X$ on $A$ and $y$ on $B$ such that the distance $|y-x|$ is a maximum and represents the maximum penetration in the region of intersection of the ellipsoids.

At the point of maximum penetration, the vector $y-x$ will be aligned with the normals at the ellipsoids. That is

$$
\begin{equation*}
\lambda A x=y-x=-\nu B(y-m) \tag{7.34}
\end{equation*}
$$

where $X \cdot A X=1,(y-m 2) \cdot B(y-m)=1$ and $\nu$ and $\lambda$ are negative scalars. Eliminating $x$ we get

$$
\begin{equation*}
(\lambda \nu A B+\lambda A+\nu B)(y-m) \pm-\lambda A m \tag{7.35}
\end{equation*}
$$

Thus

$$
\begin{equation*}
y-m=-(\lambda \nu A B+\lambda A+\nu B)^{-\frac{1}{\lambda}} A m \tag{7.36}
\end{equation*}
$$

If $y-m$ is known $x$ is given by

$$
\begin{equation*}
x=y+\nu B(y-m) \tag{7.37}
\end{equation*}
$$

The scalars $\lambda$ and $\nu$ must be chosen such that

$$
\begin{equation*}
x \cdot A x=1=(y-m) \cdot B(y-m) \tag{7.38}
\end{equation*}
$$

The procedure used is an iterative Newton Raphson scheme. Starting values of $\lambda$ and $\nu$ are estimated. From these $y-m$ and $x$ may be evaluated. The ellipsoid equations are considered as functions of $\lambda$ and $\nu$. That is

$$
\begin{array}{ll} 
& f(\lambda, \nu)=x \cdot A X-1  \tag{7.39}\\
\text { and } \quad & g(\lambda, \nu)=(y-m) \cdot B(y-2 n)-1
\end{array}
$$

Determining $\lambda, \nu$ such that $f(\lambda, \nu)=g(\lambda, \nu)=0$

Using a Taylor series expansion yields

$$
\begin{align*}
& f(\lambda+\delta \lambda, \nu+\delta \nu)=f(\lambda, \nu)+\frac{d f}{d \lambda} \delta \lambda+\frac{\partial f}{\partial \nu} \delta \nu \\
& g(\lambda+\delta \lambda, \nu+\delta \nu)=g(\lambda, \nu)+\frac{d g}{\partial \lambda} \delta \lambda+\frac{d g}{\partial \nu} \delta \nu \tag{7.40}
\end{align*}
$$

Thus $\delta \lambda$ and $\delta \nu$ may be estimated from the equations

$$
\begin{align*}
& \frac{d f}{\partial \lambda} \delta \lambda+\frac{\partial f}{\partial \nu} \delta \nu=-f(\lambda, \nu) \\
& \frac{\partial g}{\partial \nu} \delta \lambda+\frac{\partial g}{\partial \nu} \delta \nu=-g(\lambda, \nu) \tag{7.41}
\end{align*}
$$

Replace $\lambda$ by $\lambda+\delta \lambda$ and $\nu$ by $\nu+\delta \nu$ and repeat the procedure until
$\left|\frac{\delta \lambda}{\lambda}\right|,\left|\frac{\delta \nu}{\nu}\right|$ are less than some test.
To evaluate the partials it is necessary to have

$$
\frac{\partial x}{\partial \lambda}, \frac{\partial x}{\partial \nu}, \frac{\partial y}{\partial \lambda}, \frac{\partial y}{\partial \nu}
$$

Differentiating with respect to $\lambda_{\boldsymbol{p}} \nu$ yields:

$$
\begin{align*}
& \frac{\partial y}{\partial \lambda}=-(\nu \lambda A B+\lambda A+\nu B)^{-1} A x \\
& \frac{\partial x}{\partial \lambda}=\frac{\partial y}{\partial \lambda}+\nu B \frac{\partial y}{\partial \lambda} \\
& \frac{\partial x}{\partial \nu}=-(\nu \lambda \mathrm{BA}+\lambda A+\nu B)^{-1} B(y-m) \\
& \frac{\partial y}{\partial \nu}=\frac{\partial x}{\partial \nu}+\lambda A \frac{\partial x}{\partial \nu} \tag{7.42}
\end{align*}
$$

and for $f$ and $g$,

$$
\begin{aligned}
& \frac{\partial f}{\partial \lambda}=2 x \cdot A \frac{\partial x}{\partial \lambda} \\
& \frac{\partial f}{\partial \nu}=2 x \cdot A \frac{\partial x}{\partial \nu} \\
& \frac{\partial g}{\partial \lambda}=2(y-m) \cdot B \frac{\partial y}{\partial \lambda} \\
& \frac{\partial g}{\partial \nu}=2(y-m) \cdot B \frac{\partial y}{\partial \nu}
\end{aligned}
$$

This completes the evaluation of the necessary derivatives.

### 7.4.5 Gas Dynamics of the Inflatable Restraint System (Airbag)

The gas dynamics model for the airbag is considered in separate parts. One part consists of the gas supply model and the other part consists of the gas dynamics of the inflating or deflating bag.

## Gas Supply Model

The basic assumptions are:
(1) Perfect gas
(2) One-dimensional, quasi-steady, is entropic flow
(3) The flow through the nozzle is choked for the time duration of interest
(4) The mean velocity of the gas in the supply is small

The mass flow per unit area in a choked nozzle is given by*

$$
\begin{equation*}
\omega=\left[j g \rho \rho\left(\frac{z}{\partial+1}\right)^{\frac{\partial+1}{\partial-1}}\right]^{1 / 2} \tag{7.44}
\end{equation*}
$$

where $\omega$ is the flow in ( $1 \mathrm{bs} / \mathrm{sec} \mathrm{in}^{2}$ )
$g$ is the acceleration of gravity (in/sec ${ }^{2}$ )
p is the pressure ( $\mathrm{lb} / \mathrm{in}^{2}$ )
$\rho$ is the density $\left(\mathrm{lb} / \mathrm{in}^{3}\right)$
$\gamma$ is the ratio of specific heats $(\sim 1.4)$

The change in density of the constant volume supply cylinder is

$$
\begin{equation*}
\frac{d P}{d t}=-\frac{\omega c_{D} A}{V_{0}} \tag{7.45}
\end{equation*}
$$

where
$V_{0} \quad$ is the volume of the supply (in ${ }^{3}$ )
$A \quad$ is the area of the throat ( $\mathrm{in}^{2}$ )
$C_{D}$ is the discharge coefficient of the nozzle (throat)

For adiabatic flow the following relation is valid

$$
\begin{equation*}
P=P_{0}\left(\rho / \rho_{0}\right)^{\gamma} \tag{7.46}
\end{equation*}
$$

where $P_{0}$ and $\rho_{0}$ are a reference pressure and density.

The ideal gas law is

$$
\begin{equation*}
P=\rho R T=m R T / V_{0} \tag{7.47}
\end{equation*}
$$

where T. is the temperature ( ${ }^{\circ}$ Rankine)
R is the gas constant (in per ${ }^{\circ}$ Rankine)
$M$ is the mass (lb)

Combining equations (7.44) thru (7.47) and integrating yields,

$$
\begin{equation*}
\rho=\rho_{0} / Q^{2 / \gamma-1} \tag{7.48}
\end{equation*}
$$

where
$\rho_{0}=$ is theinitial density
$Q=1+c\left(t-t_{0}\right)$
$c=\frac{c_{D} A}{V_{0}}\left(\frac{\gamma-1}{2}\right) \sqrt{\gamma g \frac{P_{0}}{\rho_{0}}\left(\frac{2}{\partial+1}\right)^{\frac{\partial+1}{\partial-1}}}$
$t=$ is the time (sec)
and where the subscript o refers to the initial values of the respective variables.

We also have

$$
\begin{align*}
& \mathrm{P}=\mathrm{p}_{\mathrm{o}} / Q^{2 \gamma / \gamma-1} \\
& T=T_{0} / Q^{2} \tag{7.51}
\end{align*}
$$

Initially, the mass of air in the cylinder ( $m_{0}$ ) is

$$
M_{0}=V_{0} \rho_{0}
$$

hence the mass of air discharged into the bag $M_{m}$ is given by

$$
\begin{align*}
M_{m} & =M_{0}-V_{0} \rho \\
& =V_{0} \rho_{0}\left(1-\rho / \rho_{0}\right) \tag{7.52}
\end{align*}
$$

## Gas Dynamics of the Airbag

$\therefore$ During inflation, the volume of the bag, $\mathrm{V}_{\mathrm{b}}$, is estimated by

$$
\begin{equation*}
V_{f}=V_{\max }\left(1-p / P_{0}\right) \tag{7.53}
\end{equation*}
$$

where

$$
V_{\text {max }}=\frac{V_{0} P_{0}}{\gamma P_{a}}\left(P_{a}=\right.\text { atmospheric pressure }
$$

When the calculated value of $\mathrm{V}_{\mathrm{b}}$ is equal to the geometric volume of the fully inflated bag the gauge pressure in the bag, $P_{f}$, is computed by

$$
\begin{equation*}
P_{f}=P_{a}\left(\rho_{b} / \rho_{a}\right)^{\gamma}-P_{a} \tag{7.55}
\end{equation*}
$$

where $\rho_{Q}$ is the density of the gas in the bag when it was first fully inflated (i.e. when its calculated volume equalled the geometric votume at atmospheric pressure)

$$
\begin{aligned}
\rho_{b} & =M_{f} / V_{f} \\
m_{b} & =\text { mass of air in bag } \\
v_{b} & =\text { volume of bag }
\end{aligned}
$$

The volume $\mathrm{V}_{\mathrm{b}}$ of the bag is the geometric volume minus the decrease in volume due to the contacting surfaces. The mass of gas in the
bag is the mass of the gas discharged into the bag less the mass of gas exhausted through the bag exhaust orifices

$$
M_{t}=M_{\text {in }}-M_{\text {out }}
$$

where $M_{1 n}$ is given by equation (7.52) and $M_{o u r}$ is the mass of gas exhausted.

The quantity of gas exhausted is estimated from the relation

$$
\begin{aligned}
& \frac{d \text { Mout }}{d t}=0 \quad \text { if } p_{b} \text { is less than a specified vent pressure } \\
& \frac{d \text { Mout }}{d t}=\left(C_{D} A g \sqrt{2 P_{a} \gamma P_{f}} / v_{s}\right) \text { if } p_{b} \text { exceeds vent pressure }
\end{aligned}
$$

## 7.5

FORCE DEFLECTION MODEL

In this model surface contact forces are replaced by a single force which is applied at a specific point and in a specific direction as determined by the various contact routines. The magnitude of the normal force is computed as a function of a single parameter which for the ellipsoid-plane and ellipsoid-ellipsoid contact routines is a measure of the maximum penetration. In addition a friction force is computed which is proportioned to the normal force and is in such a direction as to oppose the tangential velocity. The model does not allow for the addition of viscous or inertial forces except as provided by the "inertial" spike described in the following or the impulse described in section 7.7.

In the force deflection calculation, hysteresis effects are approximated by specification of an energy absorption factor $R$ which may be a function of the force deflection parameter $\delta$. Permanent offset may be specified as a deflection factor $G$ which may be a function of the parameter $\delta$. A unique force deflection characteristic is assigned to each contract hence one should specify the force deflection characteristic as representative of the mutual properties of the contact involved. In specifying a mutual force deflection it is important to remember that the parameter $\delta$ as computed in the program is a geometric property of the contact surfaces which is computed as if the surfaces were not deformed during the impact.

Five functions are associated with each contact. These are:

1. Base Force Deflection
2. Inertial spike
3. Energy Absorption factor (R)
4. Deflection factor (G)
5. Friction Coefficient

In the current model these functions are assumed to be functions of the penetration factor (force deflection parameter.) No provision is made for variation with velocity.

Each of these functions may be subdivided, if desired, into two separate parts $f_{2}(\delta)$ and $f_{2}(\delta)$ where,

$$
f_{2}(\delta) \text { is defined for } 0 \leq \delta_{0} \leq \delta \leq \delta_{1}
$$

and

$$
f_{2}(\delta) \text { is defined for } \delta_{1} \leq \delta \leq \delta_{2}
$$

If $\delta$ is greater than the last defined value the function is assumed to be a constant equal to the last defined value. Each of these functions may be any of three functional forms; a constant, tabular data, or a fifth degree polynomial in $\delta$.

The force deflection is constructed in the following manner using the first four functions


Figure 7.13 FORCE DEFLECTION CURVE

Initial loading occurs along the base curve plus the inertial spike(need not be used.) As long as continuous loading occurs the chiracteristic obtained will be the base plus the inertial spike. Unloading will proceed down an unloading curve. If unloading occurs after a specified deflection is achieved, the inertial spike is deleted from further calculations of the force.

Since the program uses a variable step integrator which may reject a particular step and repeat the calculations for a smaller step size it is not possible to detect whether loading or unloading is occuring by comparing the present $\delta$ with the previous $\delta \ldots$ To circumvent this problem, a complete force deflection characteristic is defined at the beginning of each new integrating step and is retained until a successful integration step has been achieved.

The subroutine then redefines a new force-deflection function depending on current value of $\delta$ as follows:

1. $\delta \leq 0$, or if $\delta=\delta_{<a s t}$, return to calling program.
2. If $\delta<\delta C U B / C$, unloading is occurring, define reloading cubic:
(a) If inertial spike exists and if $\delta_{\text {REF }}>\Sigma_{\text {MAX }}$, remove inertial: spike from further consideration
(b) Set

$$
\begin{align*}
\delta_{\text {CUBIC }} & =\max \left(\delta, \delta_{Q U A D}\right) \\
\delta_{C_{0}} & =\delta_{\text {CUBIC }} \\
\Delta & =\delta_{\text {REF }}-\delta_{\text {CUBIC }} \tag{7.56}
\end{align*}
$$

(c) Define new cubic $F_{c}(\delta)=C_{0}+C_{1}\left(\delta-\delta_{\text {cualo }}\right)+C_{2}\left(\delta-\delta_{\text {cuarc }}\right)^{2}+C_{3}\left(\delta-\delta_{\text {cubic }}\right)^{3}$ for $\delta_{\text {cuorc }} \leqslant \delta \leq \delta_{\text {RF }}$ that satisfies the following conditions:

$$
\begin{array}{ll}
F_{C}\left(\delta_{\text {REF }}\right)=F_{B A S E}\left(\delta_{P E F}\right) & F_{C}\left(\delta_{C U B I C}\right)=F_{Q}\left(\delta_{C U B I C}\right) \\
F_{C}^{\prime}\left(\delta_{A E F}\right)=F_{B A S E}^{\prime}\left(\delta_{P E F}\right) & F_{c}^{\prime}\left(\delta_{C U B I C}\right)=F_{Q}^{\prime}\left(\delta_{C U B I C}\right) \tag{7.57}
\end{array}
$$

by

$$
\begin{aligned}
& C_{0}=F_{Q}\left(\delta_{C U B I C}\right) \\
& C_{1}=F_{a}^{\prime}\left(\delta_{C U B I C}\right)
\end{aligned}
$$

and $C_{2}$ and $C_{3}$ by solving simultaneously

$$
\begin{align*}
& C_{2} \Delta^{2}+C_{3} \Delta^{3}=F_{B A S F}\left(\delta_{A E F}\right)-C_{0}-C_{1} \Delta \\
& 2 C_{2} \Delta+3 C_{3} \Delta^{2}=F_{B A S E}^{\prime}\left(\delta_{R E F}\right)-C_{1} \tag{7.58}
\end{align*}
$$

(d) If local minimum of new cubic definition lies between $\delta_{\text {cupic }}$ and $\delta_{\text {REF }}$ and is negative, then replace cubic definition a straight line between the points $\left[\delta_{\text {cuaic }}, F_{Q}\left(\delta_{\text {cuoic }}\right) \ldots\right.$ ] and $\left[\delta_{\text {REF }}, F_{B A S E}\left(\delta_{\text {REF }}\right)\right]$ by

$$
\begin{align*}
& C_{0}=F_{Q}\left(\delta_{\text {CUAIC }}\right) \\
& C_{1}=\frac{1}{\Delta}\left[F_{B A S E}\left(\delta_{\text {REF }}\right)-F_{Q}\left(\delta_{\text {CUBIC }}\right)\right] \\
& C_{2}=C_{3}=0 \tag{7.59}
\end{align*}
$$

and return to calling program.
3. If $\delta_{\text {CUBIC }} \leqslant \delta \leqslant \delta_{P E F}$, reloading is occurring; define new quadratic unloading curve from cubic curve
let $\quad y_{2}=F_{c}\left(\delta_{c_{0}}\right)$
and $\quad A_{R E A}=\int_{\delta_{Q U A D}}^{\delta} F_{S_{Q}}^{c u a / c}(\delta) d \delta+\int_{\delta_{C O}}^{\delta} F_{C}(\delta) d \delta-\int_{\delta_{C_{0}}}^{\delta} F_{C U B / C}(\delta) d \delta$
and go to step number 5.
(Note: $\delta_{C_{0}}$ was the value of $\delta_{\text {cUBIC }}$ when $F_{C}(\delta)$ was defined.).
4. Otherwise, $\delta_{\text {REF }}<\delta$; define new quadratic unloading curve from base curve.
(a) If $\delta \geq \delta_{\text {INER }}$, remove inertial spike from further consideration.
(b) Determine $R$ factor and place into $R_{\text {LAST }}$ :

If $R=1$, use base curve for unloading by setting

$$
\delta_{Q U A D}=\delta_{C U B I C}=\delta_{A E F}=q_{0}=q_{z}=q_{2}=0
$$

and return to calling program.
(c) Determine $G$ factor and place into $G_{L A S T}$.

Fetch $D_{0}$. from input data for base function and compute

$$
\begin{align*}
\delta_{\text {QUAD }} & =D_{0}+G_{\text {LAST }}\left(\delta-D_{0}\right) \\
y_{2} & =F_{B A S E}(\delta) \\
y_{2} & =Y_{2}+F_{\text {inertial }}(\delta) \tag{7.61}
\end{align*}
$$

if the inertial spike exists.

$$
\begin{equation*}
A R E A=\int_{0}^{\delta} F_{B A S E}(\delta) d \delta \tag{7.62}
\end{equation*}
$$

5. Using values of $Y_{2}$ and AREA defined in either step 3 or 4 determine new quadratic unloading function

$$
\begin{equation*}
F_{Q}(\delta)=q_{0}+q_{x}\left(\delta-\delta_{Q U A D}\right)+q_{2}\left(\delta-\delta_{Q U A D}\right)^{2} \tag{7.63}
\end{equation*}
$$

for $\delta_{\text {QUAD }} \leq \delta \leq \delta_{\text {CUBIC }}$ that satisfies the following conditions where

$$
\begin{align*}
& \delta_{\text {CUAIC }}=\delta \\
& F_{Q}\left(\delta_{Q U A D}\right)=0 \\
& F_{Q}\left(\delta_{\text {CUAIC }}\right)=y_{2} \tag{7.64}
\end{align*}
$$

and

$$
\int_{\delta_{Q U A D}}^{\delta_{c U Q A C}}(\delta) d \delta=R_{L A S T}+A R E A
$$

by setting

$$
\begin{align*}
& q_{0}=0 \\
& q_{1}=\frac{2}{\delta_{C U Q 1 C}-\delta_{Q U A D}}\left[\frac{3 R_{\text {LAST }}{ }^{*} A R E A}{\delta_{C U O I C}-\delta_{Q U A D}}-y_{2}\right] \tag{7.65}
\end{align*}
$$

If $q_{0}<0, q_{1}$ is set to 0 to guarantee non-negative derivative at $\delta=\delta_{\text {GUAD }}$
and

$$
\begin{equation*}
q_{2}=\frac{1}{\delta_{C U B I C}-\delta_{Q U A D}} \quad\left[\frac{y_{2}}{\delta_{C U B I C}-\delta_{Q U A D}}-q_{x}\right] \tag{7.66}
\end{equation*}
$$

If $q_{2}<0 q_{2}=\frac{y}{2}$ to guarantee non-negative derivative at $\delta=\delta_{\text {CUBIC }} \quad \frac{\delta_{2}}{\delta_{\text {CUBIC }}-\delta_{\text {QUAD }}}$

## 7.6

 IMPULSE FORCESFor the first contact it is necessary to account for the sudden momentum change caused by impulsive type forces. For perfectly elastic impact an energy approach would be sufficient. For impacts which are not perfectly elastic a coefficient of restitution is generally used to define the force magnitude. In the literature most of the cases for which a coefficient of restitution is defined are for simple one or two dimensional problems. A more general treatment is given in Reference 16, but general three dimensional results are sparse for the type of materials of interest in the occupant crash environment. For this reason, the impulse capability has been incorporated in the program in the following manner.

The program has the capability of making a step change in the linear velocity, $\dot{x}$, and the angular velocity, $\omega$, as a result of an impulsive force.

The model computes accelerations from forces, and from a computational point of view must distinguish between two types of impulses. The first type is one in which the direction of the impulsive force is specified and its magnitude is unknown, such as the force at the first instant of contact of a body segment with a vehicle surface or with another body segment.

The second type is one in which neither the direction nor the magnitude of the force is known, but a desired change in velocity is specified, such as the case where a joint is changed from an unlocked to a locked state. At the instant of locking, an impulsive torque must be applied which is sufficient to reduce the relative angular velocity of the segments adjoining the joint to zero.

For purposes of this discussion, the system equations may be represented in the form

$$
\begin{equation*}
\ddot{X}=\overrightarrow{s \prime} u . \tag{7.67}
\end{equation*}
$$

where $u$ is the generalized applied forces and torques
$S$ is the system matrix
$\ddot{X}$ is the resultant acceleration (linear and angular.)

Integrating from time $t$ to $t+\xi$ yields

$$
\begin{equation*}
\dot{X}(t+\xi)-X(t)=\int_{t}^{t+\xi} u d u \tag{7.68}
\end{equation*}
$$

Taking the limit as $\xi$ goes to zero yields

$$
\begin{equation*}
\dot{\Delta \dot{X}}=S^{-1} \delta u \tag{7.69}
\end{equation*}
$$

Where $\Delta \dot{X}$ is the impulsive change in velocity and : $\delta u$ is the impulse (impulsive force.)

In the program the matrix $S$ is not explicitly evaluated. It is implicit since the program computes forces and then solves a set of simultaneous equations using a sequence of matrix block type operation to obtain the acceleration.

Impulses will only be applied at the completion of a successful integration step before proceeding to the next step. Also, the integrator is reset and the step size is reduced to its starting value.

Consider the two types:

TYPE I
The direction of the impulse is known, its magnitude is not known. If more than one impulse occurs simultaneously it will be assumed that they are decoupled so that they can be handled sequentially by the technique developed for one. In this case the program steps are as follows:

1. Detect and identify the impulse to be considered.
2. Call the appropriate contact routine to apply an impulsive force of the proper direction as under a normal call. This is the only force applied (all other forces and gravity are set to zero.)
3. Solve the system equations.
4. Interpreting the computed acceleration as step changes in velocity per unit of force, determine the magnitude of the force using the coefficient of restitution. The normal component of relative velocity after the impulse at the point of contact will be the negative of the coefficient of restitution times the normal component of the relative velocity before the impulse.
5. Scale the $\Delta \dot{X}$ to the value determined in step 4 and add them to the $\dot{X}$ in the program.
6. Repeat steps $2-5$ for all impulses to be considered at this time.
7. Make normal call to DAUX and reset integrator.
8. Proceed with normal program.

It should be noted that the impulsive force is applied in a direction that has a component normal to the surface and a component tangent to the surface. The tangential component is determined from the prescribed coefficient of friction and is opposed to the direction of the relative tangential velocity. Application of this type of impulse may or may not cause the direction of the tangential velocity to reverse. The exact treatment of an impulsive contact in three dimensions considering both linear and angular momentum is quite complex and has not been solved (Reference 16.) It should be noted that a reversal of relative tangential velocity is not unusual as the tennis or billiard player is well aware.

The coefficient of restitution, as interpreted by the program is the ratio of the negative of the resultant normal relative velocity after the impulse to the normal relative velocity before the impulse. Thus a coefficient of restitution of one ( 1 ) will reverse the normal component of the relative velocity while a value of zero ( 0 ) will result in a zero relative velocity after impact, and a coefficient of restitution equal minus one ( -1 ) will produce no change in the relative velocity. No restriction is placed on the value of the coefficient of restitution by the program (i.e. a value of +2 or -8 will be accepted.) In normal usage, it is assumed that the value will be between $\pm 1$.

TYPE II
A resultant velocity change is specified, the impulse is unknown. For example, consider the case where an unlocked joint is locked, say the joint connecting segments $i$ and $j$. Determine the impulse torque vector, $t$, applied at the joint which will determine $\Delta \omega_{j}$ and $\Delta \omega_{i}$ such that the resulting velocities are equal i.e.,

$$
\begin{equation*}
\dot{w}_{i}+\Delta w_{i}=w_{j}+\Delta w_{j} \tag{7.70}
\end{equation*}
$$

The system equation is

$$
\begin{equation*}
\Delta \dot{\dot{X}}=\overrightarrow{S t}=S \delta u \tag{7.71}
\end{equation*}
$$

where

$$
t=\left(\begin{array}{l}
t_{x}  \tag{7.72}\\
t_{y} \\
t_{y}
\end{array}\right)
$$

and $S$ is a 6*(number of segments) by 3 matrix then

$$
\begin{aligned}
& \Delta w_{i}=S_{i}^{-} \delta_{u} \\
& \Delta w_{j}=S_{j}^{-7} \delta u
\end{aligned}
$$

Where $S_{i}^{-1}$ are the three rows of $S^{-1}$ that correspond to the $\Delta \dot{x}$
representing $\Delta w_{i}$ and $S_{j}^{-1}$ are the three rows of $S^{-1}$ that correspond to the $\Delta \dot{X}$ representing $\Delta \omega_{j}$;

$$
\begin{equation*}
\delta u=t \tag{7.73}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\ddot{\omega}_{i}+S_{i}^{-1} \delta u=w_{j}+S_{j}^{-1} \delta u \tag{7.74}
\end{equation*}
$$

Solving for $\delta u$,

$$
\begin{equation*}
\delta u=\left(S_{i}^{-i}-S_{j}^{-1}\right)^{-1}\left(w_{j}-w_{i}\right) \tag{7.75}
\end{equation*}
$$

It is assumed that $S_{i}^{-1}-S_{j}^{-1}$ has an inverse. If it is singular, the problem cannot be solved.

The remaining $\Delta \dot{x}$ may now be evaluated from equation (7.71). The matrix $S$ may be determined by repeated calls to the routine which solves the system equations, each call produces a solution vector which is a column of $\mathrm{S}^{-1}$. In the first call, put a unit $x$ component of torque on segment $i$ and a negative unit $x$ component of torque on segment $j$. The second call uses a $y$ component and the third a $z$ component.

In general, in order to consider the simultaneous application of impulses to one or more joints, $\mathcal{C}_{u}$ is a vector of length $3^{*} k$, where $k$ is the number of joints to be considered as impulsive. S has dimension 6* NSEG by $3 * k$ and must be determined. There are $k$ sets of equation (7.74). Equation (7.75) represents the solution of a $3 * k$ by $3 * k$ system of equations.

This development may be modified for the case where its joint is not completely locked in this case equation (7.70) is replaced with the equation

$$
P\left(\omega_{i}+\Delta \omega_{i}\right)=P\left(\omega_{j}+\Delta \omega_{j}\right)
$$

where $p$ is the appropriate projection operator:
if the joint is fully locked $\quad p=I$, the identity
if the joint is locked on axis $h \quad p=h h$.
if the joint is free on axis $h \quad p=I-h h$.

Equations (7.71) through (7.75) are modified accordingly.

## SECTION 8
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## APPENDIX A

THE RIGID-BODY EQUATIONS OF MOTION

## A-1 Basic Equations of General Rigid Body Motions

The dynamics of a system of rigid bodies depends upon the forces of interaction of the bodies and upon the single-body equations of motion. These basic rigid-body equations are summarized and derived in this section.

From Chasles' theorem (Reference 11, page 124), the general motion of a rigid body can be expressed as a translation plus a rotation. It follows that the complete differential equations of motion of the body are composed of a translational equation and a rotational equation. The most general forms of the se equations are obtained when the rotational equations are expressed in terms of the rigid-body rotational inertia tensor about an arbitrary point of the body space: These most general forms are not necessary since the tensor of rotational inertia about an arbitrary point is simply related to the tensor of rotational inertia about the center of mass (c.m.) of the body. Accordingly, this discussion is limited to the simplest forms of the equations of motion. These equations are

$$
\begin{align*}
& m \cdot \vec{X}=\vec{F}  \tag{A.1}\\
& \therefore \overrightarrow{\vec{H}}=\vec{N}
\end{align*}
$$

where
$\vec{X}=$ the centér of mass (c.m.) of the body
$\vec{m}=$ the total mass of the body
$\vec{H}=$ the angular momentum (moment of linear momentum) of
$\vec{F}=$ the sum of all external forces applied to the body
$\vec{N}=$ the sum of the moments about the body c.m. of all for ces

applied to the body plus the sum of all force couples
(torques) applied to the body.

The angular momentum about the $\mathrm{c} . \mathrm{m}$. is given by

$$
\begin{equation*}
\vec{H}=\phi, \vec{\omega} \tag{A.3}
\end{equation*}
$$

where
$\vec{\omega}=$ the tensor of rotational inertia of the body about its cam.
$=$ the angular velocity of the body about its com.

Since the tensor of inertia is symmetric, it is diagonal when expressed in a special coordinate system, the principal -axis system of the body. In this system, the diagonal element $\phi_{i i}$ of $\Phi$ is equal to the moment of inertia of the body about its $i$ th principal axis. Thus, the component, $\vec{H}_{i}$, of $\vec{H}$ in the direction of the $i$ th principal axis is given by

$$
H_{i}=\phi_{i} \omega_{i}
$$

where

$$
\phi_{i}=\phi_{i i}
$$

and $\omega_{i}$ denotes the component of $\vec{\omega}$ in the direction of the $i$ th principal axis. The component, $\dot{(\overrightarrow{\mathrm{H}})_{1}}$, of $\overrightarrow{\overrightarrow{\mathrm{H}}}$ in the direction of principal axis 1 of the body is given by

$$
\begin{equation*}
(\dot{\vec{H}})_{1}=I_{1} \dot{\omega}_{1}-\omega_{2} \omega_{3}\left(I_{2}-I_{3}\right) \tag{A.4}
\end{equation*}
$$

$(\dot{\vec{H}})_{2}$ and $(\dot{\vec{H}})_{3}$ can be obtained by cyclic permutations $1 \rightarrow 2,2 \rightarrow 3,3 \rightarrow 1$ of the subscripts in (A4)

The equations of motion $\operatorname{in}(A, 1)$ and (A.2) are derived in the next subsection.

## Derivation



Figure A. 1 VECTORS DEFINING A POINT IN A RIGID BODY

Figure A-1. depicts the geometry of the position vectors employed in the developments. The point $O$ is the origin of the space-fixed (inertial) reference frame. Point C is a fixed point in the body which, for the present, is arbitrary but which is later identified with the body c.m. Point p is any other fixed points in the body. The position vector $\vec{r}$, which is directed from the point $C$ to the point $p$, is rigidly fixed in the body.

From Newton's second law of motion, the equation of motion for the point p may be expressed

$$
\begin{equation*}
\rho(\vec{r}) \overrightarrow{\mathbb{R}}=\int \overrightarrow{\mathrm{f}}\left(\vec{r}, \vec{r}_{1}^{1}\right) \mathrm{dV}^{1}+\overrightarrow{\mathrm{F}}(\vec{r}) \tag{A.5}
\end{equation*}
$$

In $A .5), \vec{R}$ denotes the position vector of the point $p$ relative to the origin of the space-fixed coordinate system and $\vec{r}$ is as defined above. Since $\vec{r}$ uniquely
defines the point $p$ (when the point $C$ has been defined), functions which depend on the position of $p$ may be expressed as functions of $\vec{r} \mathbf{r}^{*}$

The function $\vec{F}(\vec{r})$ is the volume density at the point $p$ of external forces applied to the body. $F(\vec{r})$ may include discrete forces by the employment of the formalism of Dirac delta functions. The function $\overrightarrow{\mathbf{f}}\left(\overrightarrow{\mathbf{r}}, \overrightarrow{\mathbf{r}}^{l}\right) \mathrm{dV}$ denotes the volume density of the force exerted at the point $p$ due to the direct action of particles in a differential volume element $d V^{l}$ about a point $p^{l}$ with position vector $\vec{r}^{l}$ relative to the point $C$. In contrast to $\vec{F}(\vec{r}), \vec{f}(\vec{r}, \vec{r}$. . ) represents the effects of internal forces in the body.: From Newton's third law of motion

$$
\begin{equation*}
\vec{f}\left(\vec{r}, \overrightarrow{\mathbf{r}}^{l}\right)=-\overrightarrow{\mathbf{f}}\left(\overrightarrow{\mathbf{r}}^{\mathbf{r}}, \overrightarrow{\mathbf{r}}\right) \tag{A.6}
\end{equation*}
$$

The integral in (45)is taken over the entire body, and $\mathrm{dV}^{l}$ is to be expressed in terms of the components of $\vec{r}^{l}$ in a body-fixed reference frame.

From Figure A. 1 .

$$
\begin{equation*}
\vec{R}=\vec{X}+\vec{r} \tag{A.7}
\end{equation*}
$$

The time derivative of (A.7) relative to the space-fixed reference frame is

$$
\begin{equation*}
\dot{\vec{R}}=\dot{\vec{X}}+\ddot{\vec{r}} \tag{A.8}
\end{equation*}
$$

It will be shown that

$$
\begin{equation*}
\overrightarrow{\vec{r}}=\vec{\omega} \otimes \overrightarrow{\mathbf{r}} \tag{A.9}
\end{equation*}
$$

where $\vec{\omega}$ denotes the angular velocity of the body.
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Let $\hat{e}_{i},(i=1,2,3)$ denote orthogonal unit vectors rigidly fixed in the body. and $\hat{e}_{\dot{i}},(i=1,2,3)$ denote orthogonal unit vectors in the space-fixed reference frame. Then

$$
\begin{equation*}
\widehat{e}_{L}=\sum_{j=1}^{3} D_{i j} \hat{e}^{j} \tag{A.10}
\end{equation*}
$$

where

$$
D_{i j}=\hat{e}_{i} \cdot \cdot^{j}
$$

Since the matrix $D$ with elements $D_{i j}$ is orthogonal

$$
\begin{equation*}
\therefore \because \ddots \because \quad \because \quad \therefore \quad D^{\top} D=I \tag{A.11}
\end{equation*}
$$

where $D^{T}$ denotes the transpose of $D$ and $I$ denotes the identity matrix. From (A .II) the inverse of $(A .10)$ is

$$
\begin{equation*}
\hat{e}^{\hat{j}}=\sum_{i=1}^{3} D_{j i}^{\top} \hat{e}_{i} \tag{A:12}
\end{equation*}
$$

and so

$$
\mathbf{r}^{\boldsymbol{j}}=\sum_{i=1}^{3} D_{j i}^{\top} \mathrm{r}_{i}
$$

where $r^{\mathbf{j}}$ and $r_{i}$ denote components of $\overrightarrow{\mathbf{r}}$ in the space-fixed and body-fixed systems, respectively.

Equation(A.12)may be reexpressed

$$
\begin{equation*}
\mathbf{r}^{\circ}=D^{\top} \mathbf{r}^{b} \tag{A.13}
\end{equation*}
$$

where $r^{\circ}$ and $r^{b}$ denote column vectors with components $r_{j}$ and $r_{i}$ respectively. Since $\vec{r}$ is rigidly fixed in the body the column vector $r$ is time independent. Thus, the time derivative of (A.13) is

$$
\dot{\mathbf{r}}^{0}=\dot{D}^{\top} \mathbf{r} \text { b. }
$$

or employing the inverse of (B.13)

$$
\begin{equation*}
\dot{r}^{\circ}=\dot{D}^{\top} D r^{\circ} \tag{A.14}
\end{equation*}
$$

Differentiating ( $8.11 /$ ), one obtains

$$
\dot{D}^{\top} D+D^{\top} \dot{D}=0
$$

or

$$
\dot{D}^{\top} D+\left(\dot{D}^{\top} D\right)^{\top}=0
$$

So $\dot{D}^{\top} D$ is a skew symmetrix matrix. Accordingly, there exists a psuedo vector $\vec{\omega}$ such that *

$$
\begin{equation*}
\dot{D}^{\top} \bar{D}=(\omega \otimes I) \tag{A.15}
\end{equation*}
$$

where $\tilde{I}$ denotes the identity tensor (or tensor idemfactor) and ( $\omega$ © I) denotes the matrix of the tensor $\vec{\omega} \otimes \vec{I}$. Substituting CA /5) into (A, 16) leads to.

$$
\begin{equation*}
\dot{r}^{\circ}=(\dot{\omega} \otimes I) \dot{r}^{\bullet} \tag{A.16}
\end{equation*}
$$

Since the time derivative of $\hat{C}_{l}$ is zero, the vector equivalent of $(A, 6)$ is

$$
\begin{equation*}
\stackrel{\vec{r}}{\vec{r}}=(\vec{\omega} \otimes \vec{I}) \vec{r} . \tag{A.17}
\end{equation*}
$$

or

$$
\vec{r}=\vec{w} \otimes \vec{r}
$$

which agrees with A. 9

* It is clear from (A/4) that in (A./G)and(A.15) the elements of ( $\omega \otimes$ I ) must be expressed in the space-fixed coordinate system. By contrast, in the relation $D \dot{O}=(\omega \otimes I)$ the elements of $(\omega \otimes I)$ must be expressed in. the body-fixed
 expressed in any coordinate system.

The translational equation of motion is obtained by integrating(4.5)with respect to $\vec{r}$ over the entire body:

$$
\begin{equation*}
\int \rho(\vec{r}) \ddot{R} d V=\iint \overrightarrow{\mathbf{I}}\left(\overrightarrow{\mathrm{r}}, \overrightarrow{\mathbf{r}}^{1}\right) d V^{1} d V+\vec{F} \tag{A.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\vec{F}=\int F(\vec{r}) d V \tag{A.19}
\end{equation*}
$$

evidently, $\vec{F}$ is equal to the net external force applied to the body. $\operatorname{In}(A .18)$, $d V$ is a volume element about the terminal point of $\vec{r}$. It is to be expressed in terms of the components of $\overrightarrow{\mathbf{r}}$ in the body-fixed coordinate system. From (A.6), it is concluded that

$$
\begin{equation*}
\iint \vec{f}\left(\vec{r}, \vec{r}^{1}\right) d V d V^{1}=0 \tag{A.20}
\end{equation*}
$$

Since $p(\vec{r})$ is a function only of the components of $\vec{r}$ in the body-fixed reference frame, it is to be treated as time independent in the integrand in the left member of $(\mathcal{A} .18)$. It follows that

$$
\begin{equation*}
\int \rho(\vec{r}) \ddot{\vec{R}} d V=\frac{d^{2}}{d t^{2}} \int \rho(\vec{r}) \vec{R} d V \tag{A.21}
\end{equation*}
$$

It is convenient to identify the point $C$ with the $c . m$. of the body. Then (see Figure A. 1)

$$
\begin{equation*}
\vec{x}=\frac{1}{m} \int \rho(\vec{r}) \vec{R} d V \tag{A.22}
\end{equation*}
$$

where $m$ is the total mass, given by

$$
\begin{equation*}
m=\int \rho(\vec{x}) d v \tag{A.23}
\end{equation*}
$$

Employing(A.19-A.22), (A.18) reduces to

$$
\mathrm{m} \ddot{\mathrm{X}}=\overrightarrow{\mathrm{F}}
$$

which agrees with (A.A).

The rotational equation is obtained from the volume integral of the first moment of $(A 5)$ about the point $C$ (that is, about the c.m.):

$$
\begin{equation*}
\int \rho(\overrightarrow{\mathrm{r}}) \overrightarrow{\mathrm{r}} \otimes \ddot{\mathrm{R}} \mathrm{dv}=\iint \overrightarrow{\mathrm{r}} \otimes \overrightarrow{\mathrm{f}}\left(\overrightarrow{\mathrm{r}}, \overrightarrow{\mathrm{r}}^{1}\right) \mathrm{d} v^{1} d v+\overrightarrow{\mathrm{N}} \tag{A.24}
\end{equation*}
$$

where

$$
\vec{N}=\int \vec{r} \otimes \vec{F}(\vec{r}) d v
$$

Interchanging the dummy variables $\overrightarrow{\mathbf{r}}$ and $\vec{r}^{1}$ in the double integral in (A.24)it is concluded that

$$
\iint \overrightarrow{\mathrm{r}} \otimes \overrightarrow{\mathrm{I}}\left(\overrightarrow{\mathrm{r}}, \overrightarrow{\mathrm{r}}^{1}\right) \mathrm{dVdV} V^{1}=\iint \overrightarrow{\mathrm{r}}^{1} \otimes\left(\overrightarrow{\mathbf{r}}^{1}, \overrightarrow{\mathrm{r}}\right) \mathrm{dVdV} V^{1}
$$

It follows from this relation and(A.6) that

$$
\begin{aligned}
\iint \vec{r} \otimes \vec{f}\left(\vec{r}, \vec{r}^{1}\right) d V d V^{1} & =\frac{1}{2} \iint\left[\vec{r} \otimes f\left(\vec{r}, \vec{r}^{1}\right)+\vec{r}^{1} \otimes f\left(\vec{r}^{1}, \vec{r}\right) d V d V^{1}\right. \\
& =\frac{1}{2} \iint\left[\vec{r}-\vec{r}^{1}\right) \otimes \vec{f}\left(\vec{r}, \vec{r}^{1}\right) d V d V^{1}
\end{aligned}
$$

Now, it is assumed that the internal forces in the body are central forces. Therefore $\overrightarrow{\mathbf{l}}\left(\overrightarrow{\mathrm{r}}, \overrightarrow{\vec{r}}^{1}\right)$ is parallel to a vector directed from the point $\mathrm{p}^{1}$ to the point $p$, that is, parallel to ( $\vec{r}-\vec{P}^{1}$ ). From the foregoing relation

$$
\begin{equation*}
\iint \nexists \otimes \overrightarrow{\mathrm{F}}\left(\overrightarrow{\mathrm{r}}, \vec{r}^{1}\right) \mathrm{dVdV}^{1}=0 \tag{A.25}
\end{equation*}
$$

Since the vector $\overrightarrow{\mathbf{I}}$ is directed from the body com. to the point $p$, the total angular momentum (moment of linear momentum), $\vec{H}$, about the $c \cdot m$. is given by

$$
\begin{align*}
& \vec{H}=\int(\vec{r}) \vec{r} \otimes \ddot{\vec{R}} d V  \tag{A.26}\\
&
\end{align*}
$$

Equation (A.26 )may be reexpressed

$$
\begin{equation*}
\vec{H}=\iiint \rho\left(r_{1}, r_{2}, r_{3}\right)\left[r_{1} \hat{e}_{1}+r_{2} \hat{e}_{2}+r_{3} \hat{e}_{3}\right] \otimes \vec{R} d r_{1} d r_{2} d r_{3} \tag{A.27}
\end{equation*}
$$

where $r_{i}$ and $\hat{e}_{l}$ are as defined above. Since (A.9) is valid for arbitrary bodyfixed vectors it follows that

$$
\dot{\hat{e}}_{L}=\vec{\omega} \otimes \hat{e}_{L}
$$

Employing this relation, one obtains for the time derivative of (A.27)

$$
\begin{equation*}
\ddot{\vec{H}}=\int \rho(\vec{r})(\vec{\omega} \otimes \vec{r}) \otimes \dot{\vec{R}} d V+\int \rho(\vec{r}) r \otimes \ddot{\mathrm{R}} \mathrm{dV} \tag{A.28}
\end{equation*}
$$

From (A.8) and (A.9)

$$
\begin{aligned}
& \int \rho(\overrightarrow{\vec{r}})(\overrightarrow{\vec{u}} \otimes \overrightarrow{\vec{r}}) \dot{\vec{R} \mathrm{dv}}=\int \rho(\overrightarrow{\vec{r}})(\overrightarrow{\vec{u}} \otimes \overrightarrow{\mathrm{r}}) \otimes(\overrightarrow{\mathrm{u}} \otimes \overrightarrow{\mathrm{r}} \times \dot{\vec{x}})_{\mathrm{dv}} \\
& =[\overrightarrow{\mathrm{w}} \otimes \rho(\overrightarrow{\vec{r}} \overrightarrow{\vec{r} \mathrm{dv}] \otimes \overrightarrow{\mathrm{X}}=0}
\end{aligned}
$$

The vanishing of this term is a consequence of the relations

$$
\begin{equation*}
\int \rho(\vec{r}) \vec{x} d V=0 \tag{A.29}
\end{equation*}
$$

which follows from (A.22), (A.23) and (A.7). Employing (A.25), (A.27) and (A. 24), (A. 28) reduces to

$$
\dot{\vec{H}}=\vec{N}
$$

which agrees with (4.2).

Substituting (A.8) into ( 126 ) and employing $A .9$ ) results in

$$
\vec{H}=\int \rho(\vec{r}) \vec{r} \otimes \dot{\vec{x}} d v+\int \rho(\vec{r}) \vec{r} \otimes(\vec{\omega} \times \vec{r}) d v
$$

which reduces, by virtue of (A.29) and the triple cross product expansion, to

$$
\begin{equation*}
\vec{H}=\phi \cdot \vec{\omega} \tag{A.30}
\end{equation*}
$$

where

$$
\phi=\int \rho(\vec{r})\left[\begin{array}{ll}
\vec{r} \cdot \vec{r} \tilde{I} & -\vec{r} \vec{r} \tag{A.31}
\end{array}\right] d V
$$

Equation (A.31) is the fundamental defining relation for the tensor of rotational inertia about the c.m. It is apparent that $\phi$ is symmetric.

## A. 2... COMPARISON OF LAGRANGIAN AND NEWTONIAN TECHNIQUES FOR DERIVING EOUATIONS OF MOTION

This section is included for completeness so that one skilled in the classical treatment of rigid body dynamics may fully understand the techniques used in the Calspan model and realize that the resultant equations of motion are equivalent. Understanding of this section is not essential for use of the program.*

## A.2.1 Methods

The classical treatments of holonomic constraints in rigid-body dynamics include the Newtonian method, the Lagrange method, and what may be termed the independent-coordinate method. The treatment employed in the Calspan 3D Crash-Simulation Model differs from each of the classical methods. It is similar to the Newtonian method in that constraint forces are explicitly contained in the equations of motion without the employment of Lagrange multipliers. $\cdots$ However, in contrast to the classical Newtonian method (in which explicit expressions involving the constraint forces are obtained by force-diagram analysis), the Calspan Model employs constraint relations of the type employed in the Lagrange method. In lieu of the employment of Lagrange multipliers, these constraint relations are supplemented by additional relations, called compatibility relations, which are inforced from Newton's third law and/or analysis of constraint-force geometry.

Since the method employed in the Calspan Model does not appear to be documented in the published literature, the objective of this section is to show that this method is equivalent to the Lagrange method. The first step toward this objective is the proof, in the next subsection, that Lagrange-type constraint

[^10]terms can be included in the Euler equations of motion. This proof is desirable since the equations of motion employed in the Calspan Model are of the Euler type.

In the subsection titled Equivalence Relations, the equivalence of the Calspan method to the Lagrange method is formally demonstrated, and it is shown that the compatibility relations which are employed in the Calspan formalism can be inferred from the relations connecting the Lagrange multipliers and the constraint forces and torques. Finally, in the subsection titled Examples, the equivalence of the Calspan method to the Lagrange method is demonstrated for a few simple joints.

## A.2.2 Equations of Motion

The basis for the proof of equivalence given in the next subsection is the vector form of the Euler equations of motion containing Lagrange-multipliertype constraint terms. These equations are first stated and then derived.

For $L$ rigid bodies and $M$ vector constraint relations, the equations of motion are:

$$
\begin{align*}
& \text { Me } \ddot{\vec{x}}^{\ell}=\sum_{m=1}^{M} \vec{f}_{m}^{l}+\vec{F}_{l} \quad \quad l=l, \cdots L  \tag{A.32}\\
& \dot{\vec{H}}^{l}=\sum_{m=1}^{M} \vec{n}_{m}^{l}+\vec{N}_{l} \\
&  \tag{A.33}\\
& \sum_{l=1}^{L}\left\{A_{m}^{l} \cdot \vec{\omega}^{l}+B_{m}^{l} \cdot \dot{\vec{x}}^{l}\right\}+\vec{D}_{m}=0  \tag{A.34}\\
& \vec{f}_{m}^{l}=\vec{\lambda}_{m} \cdot B_{m}^{l} . \tag{A.35}
\end{align*}
$$

$$
\begin{equation*}
\vec{n}_{m}^{e}=\vec{\lambda}_{m} \cdot A_{m}^{e} \tag{A.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\vec{e}_{j}^{l} \cdot \dot{\vec{H}}^{l}=\phi_{j}^{l} \dot{\omega}_{j}^{l}+\sum_{i=1}^{3} \sum_{k=1}^{3} \omega_{i}^{l} \omega_{k}^{l} \delta_{j k i} \phi_{i}^{l} \tag{A.37}
\end{equation*}
$$

definitions follow:
$M_{l}$ mass of 1th body
$\phi_{i}^{\ell}$ moment of inertia of lth body about its ith principal axis
$\vec{F}_{\mathcal{l}}$ net external force acting on 1th body
$\vec{N}_{l}$ net external torque acting on lth body, about c.m. of lth body
$\vec{f}_{m}^{\ell}$ constraint force acting on lth body due to mth constraint
$\bar{n}_{m}^{l}$ constraint torque acting on lth body due to mth constraint
$\vec{H}^{\ell}$ angular momentum of lth body about its c.m.
$\dot{\bar{x}}^{\ell}$ position vector of c.m. of 1th body relative to origin of laboratory
$\therefore \vec{\omega}^{\ell}$ angular velocity of 1 th body about its c.m.
$A_{m}^{l}$ tensor coefficient of $\vec{\omega}^{\ell}$ in mth constraint relation
$B_{m}^{\ell}$ tensor coefficient of $\dot{\vec{x}}^{\ell}$ in mth constraint relation
$\vec{D}_{m}$ coordinate-derivative-independent additive vector in mth constraint relation
, $\vec{e}_{j}^{\ell}$ unit vector in direction of $j$ th principal axis of 1 th body
$\hat{e}_{j}^{0}$ unit vector in direction of $j$ th axis of laboratory coordinate system
$\delta_{i j k}$ alternating symbol equal to:
0 if any two of the indices $i, j, k$ are equal
1 if ijk is an even permutation of 123
-1 if ijk is an odd permutation of 123


The equations of motion have been displayed in the vector form because the constraint relations employed in the Calspan Model are inferred in vector form, and are more compact in the vector notation. Even more important, the vector forms allow flexibility in choosing optimal component representations. Component equations corresponding to the vector equations are derived in the following discussion.

Lagrange-multiplier-type constraint terms arise most naturally from the inclusion of constraint relations in Hamilton's Principle. However, the Euler equations of motion cannot be obtained directly by the application of Hamilton's Principle to a Lagrangian which is identified with the kinetic energy of the system.

One way in which this difficulty can be circumvented is to obtain the Euler equations including Lagrange-type constraint terms by direct transformation of the Lagrange equations of motion in terms of the Euler angles. This approach is employed here.

The starting point of the development is Lagrange's equations including generalized forces and holonomic constraints. These are (Ref. 11, page 42)

$$
\begin{array}{r}
\frac{d}{d t}, \frac{\partial \mathcal{L}}{\partial \dot{q}_{k}}-\frac{\partial \mathcal{L}}{\partial q_{k}}=\sum_{l=1}^{m} \lambda_{l} a_{l k}+Q_{k} \\
k=1, \cdots, N  \tag{A.39}\\
\sum_{k} a_{l k} \dot{q}_{k}+a_{l}=0 \quad l=1, \ldots, m
\end{array}
$$

where the $q_{k}$ are generalized coordinates, the $Q_{k}$ are generalized forces, Equations (A.39) are the constraint relations, and the $\lambda_{l}$ are Lagrange multipliers. In this formulation applied forces and constraints are included in the right side of (A.38) so the Lagrangian is given by

$$
\begin{equation*}
\mathscr{L}\left(q_{1}, \cdots, q_{N}, \dot{q}_{1}, \cdots \dot{q}_{N}\right)=T\left(q_{1}, \cdots, q_{N}, \dot{q}_{1}, \cdots \dot{q}_{N}\right) \tag{A.40}
\end{equation*}
$$

where $T$ denotes the total kinetic energy of the system expression in terms of the generalized coordinates $q_{j}$ and coordinate derivatives $\dot{g}_{j}$.

The first step in the development is to particularize the relations in (A.38) and (A.39) to L rigid bodies with $M_{S}$ holonomic constraints, and to the coordinates of interest. . The coordinates for the lth body are the rectangular coordinates, $X_{i}^{\ell}$, of the body c.m. in the laboratory frame, and the Euler angles $\theta^{\ell}, \phi^{\ell} . \psi^{\ell}$. defined on page 107 of Reference 11. As indicated by Goldstein, these coordinates are suitable for the Lagrangian formalism. For the sake of compactness of notation it proves convenient to employ the symbols $\theta_{i}{ }^{l}$ defined by

$$
\left.\begin{array}{l}
\bar{\theta}_{1}^{l}=\theta^{l}  \tag{A.41}\\
\bar{\theta}_{2}^{l}=\phi^{l} \\
\bar{\theta}_{3}^{\ell}=\psi^{l}
\end{array}\right\}
$$

The Lagrange equations for the system may be expressed, in accord with (A.38) and (A.39) as

$$
\begin{align*}
& \frac{d}{d t} \frac{\partial \mathscr{L}}{\partial \dot{x}_{i}^{l}}-\frac{\partial \mathscr{L}}{\partial X_{i}^{l}}=\sum_{m=1}^{M_{s}} \lambda_{m} b_{m_{i}}^{l}+F_{i}^{\ell}  \tag{A.42}\\
& i=1, \cdots, 3 ; l=1, \cdots, L \\
& \frac{d}{d t} \frac{\partial \mathscr{L}}{\partial \dot{\theta}_{i}^{l}}-\frac{\partial \mathscr{L}}{\partial \bar{\theta}_{i}^{l}}=\sum_{m=1}^{M_{s}} \lambda_{m} \bar{a}_{m_{i}}^{l}+\bar{N}_{i}^{\ell}  \tag{A.43}\\
& \sum_{l=1}^{L} \sum_{i=1}^{3}\left\{\bar{a}_{m_{i}}^{l} \dot{\bar{\theta}}_{i}^{l}+b_{m}^{l} \dot{x}_{i}^{l}\right\}+d_{m}=0 \\
& m=1, \cdots, M_{s} \tag{A.44}
\end{align*}
$$

In A. 42 and A.43, $\mathrm{F}_{\mathrm{i}}{ }^{l}$ and $\overline{\mathrm{N}}_{\mathrm{i}}^{l}$ denote the generalized forces. The holonomic constraints are expressed in $\mathcal{A} .44$.

The kinetic energy of the system is given by:

$$
\begin{equation*}
T=\frac{1}{2} \sum_{l=1}^{L} \sum_{i=1}^{3}\left\{\dot{M}_{i}^{l}\left(\omega_{i}^{e}\right)^{2}+M_{i}\left(\dot{x}_{i}^{\ell}\right)^{2}\right\} \tag{A.45}
\end{equation*}
$$

where the symbols $\phi_{i}^{\ell}, M_{\ell}$ and $\omega_{i}^{l}$ are defined in the context of equation A.37. From Reference 11, page 134, and the symbol definitions in A.41,

$$
\left.\begin{array}{l}
\omega_{1}^{l}=\dot{\bar{\theta}}_{1}^{l} \cos \bar{\theta}_{3}^{l}+\dot{\bar{\theta}}_{2}^{l} \sin \bar{\theta}_{1}^{l} \sin \bar{\theta}_{3}^{l} \\
\omega_{2}^{l}=-\dot{\bar{\theta}}_{1}^{l} \sin \bar{\theta}_{3}^{l}+\dot{\bar{\theta}}_{2}^{l} \sin \bar{\theta}_{1}^{l} \cos \bar{\theta}_{3}^{l} \\
\omega_{3}^{l}=\dot{\bar{\theta}}_{2}^{l} \cos \bar{\theta}_{1}^{l}+\dot{\bar{\theta}}_{3}^{l} \tag{A.46}
\end{array}\right\}
$$

In order to obtain the Lagrangian of equations A. 42 and A.43, it is only necessary to substitute for the $\omega_{i}^{l}$ in A.45, employing A.46. It has been verified that this procedure yields the correct Lagrangian. The substitution is not necessary for the purposes of this development.

Employing the translation terms of A. 45 equations A.42. become

$$
M_{l} \ddot{x}_{i}^{l}=\sum_{m=1}^{M_{s}} \lambda_{m} b_{m_{i}}^{l}+\hat{e}_{i}^{0} \cdot \vec{F}_{l}
$$

$$
\begin{equation*}
i=1, \cdots 3 ; l=1, \therefore, L \tag{A.47}
\end{equation*}
$$

where $\hat{e}_{j}^{0}$ and $\vec{F}_{l}$ are defined in the context of A. 32
A. The next step in the development is the reexpression of $A .43$ in the Newtonian form with Lagrange-type constraint terms. From page 52 of Ref. 11 , the generalized force $Q_{j}$ corresponding to an angle variable $q_{j}$ such that $d q_{j}$ corresponds to an infinitesimal rotation about an axis with direction $\hat{n}$ is given by

$$
\begin{equation*}
Q_{j}=\hat{n} \cdot \vec{N} \tag{A.48}
\end{equation*}
$$

where $\vec{N}$ denotes the applied torque about the origin point from which $q_{j}$ is measured. From page 107 of Ref. 11, $\mathrm{d} \phi$ is an infinitesimal rotation about a space-fixed axis $z$, d $\theta$ is an infinitesimal rotation about the line of nodes, and $d \psi$ is an infinitesimal rotation about the body'axis $z^{\prime}$. So letting (in accord with the symbolism of A:41)
$\overline{\hat{e}}_{1}^{\ell}$ unit vector in direction of line of nodes for lth body
$\bar{e}_{z}^{\ell}$ unit vector in direction of space-fixed axis $z$ for 1 th body $\overline{\hat{e}}_{3}^{\ell}$ unit vector in direction of body axis $z^{\prime}$ for $1^{\text {th }}$ body
it, follows from A. 48 that, in A. 43

$$
\bar{N}_{i}^{\ell}=\overline{\hat{e}}_{i}^{\ell} \cdot \vec{N}_{\ell}
$$

where $\vec{N}_{\ell}$ is defined in the context of $A .33$

As indicated on page 52 of Ref. 11 , for an angle variable $\mathbf{q}_{\mathbf{j}}$ of the type under consideration,

$$
\begin{equation*}
\frac{\partial T}{\partial \dot{g}_{j}}=\hat{n} \cdot \vec{L} \tag{A.50}
\end{equation*}
$$

where $T$ denotes the kinetic energy and $\vec{L}$ denotes the body angular momentum about the origin point for measurement of $q_{j}$. Since in this development $T$ expressed in terms of the $q_{j}$ and $q_{j}$ is the same as the Lagrangian, it is concluded that

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial \theta_{i}^{2}}=\hat{e}_{i}^{\ell} \cdot \vec{H}_{\ell} \tag{A.51}
\end{equation*}
$$

where $\vec{H}^{l}$ denotes the angular momentum of the 1 th body about its c .m.

The forms of the left member and the last term on the right in A. 43 are independent of the constraint terms. It follows that, in the absence of constraints,

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial \mathscr{L}}{\partial \theta}-\frac{\partial \mathscr{L}}{\partial \bar{\theta}_{i}}{ }^{2}=\dot{N}_{i}^{\ell} \tag{A.52}
\end{equation*}
$$

or employing A. 49 and A.51,

$$
\begin{equation*}
\frac{d}{d t}\left\{\vec{e}_{t}^{\ell} \cdot \vec{H}^{\ell}\right\}-\frac{\partial \mathcal{L}}{\partial \theta_{i}^{l}}=\vec{e}_{i}^{\ell} \cdot \vec{N}_{l} \tag{A.53}
\end{equation*}
$$

But, in the absence of constraints,

$$
\frac{d \vec{H}^{\ell}}{d t}=\vec{N}_{\ell}
$$

and so,

$$
\begin{equation*}
\overrightarrow{\hat{e}}_{i}^{l} \cdot \frac{\alpha \vec{H}^{l}}{d t}=\overrightarrow{\hat{e}}_{i}^{l} \cdot \vec{N}_{l} \tag{A.54}
\end{equation*}
$$

The relations in A.53, A.54, and A. 51 imply that

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial \theta^{\ell}}=\dot{\hat{e}}_{i}^{\ell} \cdot \vec{H}^{\ell} \tag{A.55}
\end{equation*}
$$

$$
\frac{1}{6}
$$

and

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial \mathcal{Z}}{\partial \theta_{i}^{l}}-\frac{\partial \mathcal{Z}}{\partial \theta_{i}^{l}}=\vec{e}_{i}^{l} \cdot \frac{\alpha \vec{H}^{l}}{d t} \tag{A.56}
\end{equation*}
$$

The relations A. 51 , A. 55 and A. 56 have been verified by direct evaluations invalving the Euler angles and the relations in A.46. This verification is a. useful check on the correctness of the development.

Employing A. 49 and A.56, A. 43 may be reexpressed,

$$
\begin{array}{r}
\overline{\hat{e}}_{k}^{\ell} \cdot \frac{d \vec{H}^{\ell}}{d t}=\sum_{m=1}^{M_{s}} \lambda_{m} \bar{a}_{m k}^{l}+\bar{e}_{k}^{l} \cdot \vec{N}_{l} \\
k=1, \ldots, 3 ; \quad l=1, \ldots, L \tag{A.57}
\end{array}
$$

The relations in A. 57 and A. 44 will be.transformed to obtain

$$
\begin{array}{r}
\hat{e}_{j}^{l} \cdot \frac{d \vec{H}^{l}}{d t}=\sum_{m=1}^{M_{s}} \lambda_{m} a_{m j}^{l}+\hat{e}_{j}^{l} \cdot \vec{N}_{l}  \tag{A.58}\\
j=1,2,3 ; l=1, \ldots, L
\end{array}
$$

$$
\begin{equation*}
\sum_{l=1} \sum_{j=1}^{3}\left\{a_{m j}^{l} \omega_{j}^{\ell}+b_{m j}^{l} \dot{x}_{j}^{\ell}\right\}+d_{m}=0 \tag{A.59}
\end{equation*}
$$

where $\hat{e}_{j}^{\ell}$ denotes a unit vector in the direction of the $j$ th principal axis of the lith body.

To simplify the symbolism during transformation the superscript 1 will be dropped and restored later in the development. .Equations A. 57 and A. 44 become

$$
\begin{align*}
& \hat{e}_{k} \cdot \frac{d \vec{H}}{d t}=\sum_{m=1}^{M} \lambda_{m} \bar{a}_{m k}+\hat{e}_{k} \cdot \vec{N}  \tag{A,60}\\
& \sum_{i=1}^{3}\left\{\bar{a}_{m i} \theta_{i}+b_{m i} \dot{x}_{i}\right\}+d m=0 \tag{A.61}
\end{align*}
$$

where in A. 61 the sum over 1 has been suppressed.

The transformations of $A .60$ and $A .61$ depend upon the transformations

$$
\begin{align*}
& \left(\theta_{j}\right) \rightarrow\left(\omega_{k}\right)  \tag{A.62}\\
& \left(\hat{e}_{j}\right)-\left(\hat{e}_{k}\right) \tag{A.63}
\end{align*}
$$

dropping the superscript 1 in A. 46 and employing A. 41 one obtains the transformation

$$
\begin{equation*}
\omega_{k}=\sum_{j} c_{k j} \theta_{j} \tag{A.64}
\end{equation*}
$$

where

$$
c=\left(\begin{array}{ccc}
-\cos \psi & \sin \theta \sin \psi & 0  \tag{A.65}\\
-\sin \psi & \sin \theta \cos \psi & 0 \\
0 & \cos \theta & \ddots
\end{array}\right)
$$

The transform matrix C is nonorthogonal. The inverse of A. 64 is

$$
\begin{equation*}
\dot{\bar{\theta}}_{j}=\sum_{k} c_{j k}^{-1} \omega_{k} \tag{A.66}
\end{equation*}
$$

where

$$
\begin{equation*}
C C^{-1}=I \tag{A.67}
\end{equation*}
$$

and $I$ denotes the identity matrix. The inverse $C^{-1}$ is given by

$$
C^{-1}=\left(\begin{array}{ccc}
\cos \psi & -\sin \psi & 0  \tag{A.68}\\
\frac{\sin \psi}{\sin \theta} & \cos \psi & \ddots \\
-\frac{\cos \theta \sin \psi}{\sin \theta} & -\frac{\cos \theta \cos \psi}{\sin \theta} & 1
\end{array}\right)
$$

It will be observed that $C^{-1}$ is singular when $\theta$ is an integral multiple of $\pi$. This point is discussed below.

To obtain the unit-vector transformation in (A.63), it is observed that the angular velocity, $\bar{\omega}$; is given by the relation
and by the relation,

$$
\vec{\omega}=\sum_{k} \hat{e}_{k} \omega_{k}
$$

$$
\vec{\omega}=\sum_{j} \overline{\hat{e}}_{j} \theta_{j}
$$

The latter expression is valid since independent angular velocities add like vectors.* Stated alternately, infinitesimal rotations can be represented by vectors, and independent infinitesimal rotations so represented can be added like vectors whether or not the rotations occur about orthogonal axes. Equating the two expressions for $\vec{\omega}$ yields

$$
\sum_{k} \hat{e}_{k} \omega_{k}=\sum_{j} \hat{\hat{e}}_{j} \cdot \theta_{j}
$$

Substituting from A. 64 and observing that the resulting relation must be valid for arbitrary values of $\theta_{j}$, one obtains

$$
\begin{equation*}
\overline{\hat{e}_{j}}=\sum_{k} \tilde{c}_{j k} \cdot \hat{e}_{k} \tag{A.69}
\end{equation*}
$$

where $\tilde{c}$ denotes the transpose of $C$. Since

$$
\left(\tilde{c^{-1}}\right)=(\tilde{c})^{-1}
$$

. the inverse of A. 69 is given by

$$
\begin{equation*}
\hat{e}_{k}=\sum_{j} \widetilde{c_{k}^{-1}} \overline{\hat{e}}_{j} \tag{A.70}
\end{equation*}
$$

Now, it can be shown that the singularity of $\mathrm{C}^{-1}$ at $\theta=0$ occurs because**

$$
\begin{equation*}
\overline{\hat{e}}_{2}=\overline{\hat{e}}_{3} \quad \because \theta=0 \tag{A.71}
\end{equation*}
$$

This degeneracy might cause difficulty in numerical integration of A. 60 in some isolated cases.*** Such potential difficulty is not of concern in this develop-

* Rigorously speaking, angular velocity is a psuedo vector. The distinction between pseudo vector and vector is not significant in this development.
** Since the singularity of $C^{-1}$ at $\theta=n \pi$ is similar to that at $\theta=0$ we need consider only the latter singularity point.
*** The degeneracy at $\theta=0$ must also be present in the corresponding Lagrange form of the Euler-angle-dependent equations from which $A .60$ was derived.
men since the objective is the analytic derivation of the equations in A. 58 and A.59, which are not affected by the degeneracy in A. 71.

To treat the singularity of $C^{-1}$ at $\theta=0$ in the transformation in $A .70$ it is only necessary to perform the transformation for $\theta=\Delta \theta$ and then, in the result, pass to the limit as $\Delta \theta \rightarrow 0$. . It is clear from A. 70 that the limit exists and is well behaved. . Consider the treatment of the singularity when and $C^{-1}$ are functions of time, $t$. Suppose $\theta(t)=0$ at $t=t$. In this case, one can employ $A .70$ to evaluate $\hat{e}_{k}$ at time $t$ and then pass to the limit as $t \rightarrow t_{0}$ to obtain $\hat{e}_{k}$ at time $t_{0}$. If $C^{-1}$ is a function of $t$ but $\theta=0$ always, one can again evaluate $\hat{e}_{k}$ for $\theta=\Delta \theta$ and then pass to the limit as $\Delta \theta \rightarrow 0$. The singularity at $\theta=0$ in the transformation in $A .67$ can be handled by the same technique. With this understanding, the groundwork is complete for the transformations of $A .60$ and A. 61 .

Multiplying $A .60$ by $C_{k j}^{-1}$ and summing over $k$ yields

$$
\begin{array}{r}
\because\left(\sum_{k} c_{k j}^{-1} \overline{\hat{e}}_{k}\right) \cdot \frac{d \vec{H}}{d t}=\sum_{m=1}^{M_{s}} \lambda_{m} \sum_{k} c_{k j}^{-1} \cdot \bar{a}_{m k}  \tag{A.72}\\
\therefore+\left(\sum_{k} c_{k j}^{-1} \overline{\hat{e}}_{k}\right) \cdot \vec{N}
\end{array}
$$

Putting

$$
\begin{equation*}
a_{m j}=\sum_{k} c_{k j}^{-1} \bar{a}_{m k} \tag{A.73}
\end{equation*}
$$

and employing A.70, A. 72 reduces to

$$
\begin{equation*}
\hat{e}_{j} \therefore \frac{d \vec{H}}{d t}=\sum_{m=1}^{M_{s}} \lambda_{m} a_{m j}+\hat{e}_{j} \cdot \vec{N} \tag{A.74}
\end{equation*}
$$

The inverse of A.73. is

$$
\begin{equation*}
\bar{a}_{m k}=\sum_{j} c_{j k} a_{m j} \tag{A.75}
\end{equation*}
$$

Substituting (A.75) into (A.61) yields

$$
\sum_{i=1}^{3}\left\{\bar{\theta}_{i} \sum_{j=1}^{3} c_{j i} a_{m j}+b_{m i} \dot{x}_{i}\right\}+d_{m}=0
$$

Rearranging and employing (A.64) leads to the desired result

$$
\begin{equation*}
\sum_{j=1}^{3}\left\{a_{m j} \omega_{j}+b_{m j} \dot{x}_{j}\right\}+d_{m}=0 \tag{A.76}
\end{equation*}
$$

Restoring the superscript 1 in (A.74) and (A.76), and the sum over 1 in (A.76) leads to the equations of motion in (A.58) and (A.59).

It has been shown that under the transformation

$$
\begin{align*}
\omega_{k}^{l} & =\sum_{j} c_{k_{j}}^{l} \theta_{j}^{l} \\
a_{m j}^{l} & =\sum_{k} c_{k_{j}}^{-1 \ell} \bar{a}_{m \operatorname{me}}^{l} \tag{A.77}
\end{align*}
$$

where $C_{k_{j}}^{l}$ is given by (A.46), the equations of motion in (A.57) and (A.44) imply the equations of motion in (A.58) and (A.59). Since it has been shown that, subject to the proper treatment of the singularity of $C^{-1}$, the inverse of the transformation in (A.77) exists, it is apparent that the equations of motion in (A.58) and (A.59) imply the equations of motion in (A.57) and (A.44), Thus the equations (A.58) and (A.59) are completely equivalent to the equations (A.57) and (A.44), and accordingly, to the Lagrange equations in (A.44) and (A.43) . It is readily verified that equations (A.47), (A.58), and (A.59) are identical, except for notation, to the component equations corresponding to the vector equations (A.32)-(A.36).

The final step of the development is to express the left number of (A.58) in the Euler form. Put
or

$$
\begin{align*}
& \vec{H}^{l}=\phi l \cdot \vec{\omega} l \\
& \vec{H}^{l}=\sum_{j} \hat{G}_{j}^{l} \phi_{j}^{l} \omega_{j}^{l} \tag{A.78}
\end{align*}
$$

$$
A-24
$$

Differentiating (A.78) with respect to $t$ leads to

$$
\begin{align*}
\frac{d \vec{H}^{l}}{d t}= & \sum_{j} \hat{e}_{j}^{l} \phi_{j}^{l} c_{j}^{l} \\
& +\sum_{j} \dot{\hat{e}}_{j}^{l} \phi_{j}^{l} \omega_{j}^{l} \tag{A.79}
\end{align*}
$$

now

$$
\dot{\hat{e}}_{j}^{\ell}=\vec{\omega}^{\ell} \dot{\otimes} \hat{e}_{j}^{\ell}
$$

or

$$
\dot{e}_{j}^{l}=\sum_{k} \omega_{k}^{l} \hat{e}_{k}^{l} \otimes \hat{e}_{j}^{l}
$$

The cross product may be expressed

$$
\hat{e}_{k}^{l} \otimes \hat{e}_{j}^{l}=\sum_{i} \delta_{k_{j i}} \hat{e}_{i}
$$

where $\delta_{k j i}$ is the alternating symbol defined above.* Thus

$$
\begin{equation*}
\dot{e}_{j}^{l}=\sum_{k} \sum_{i} \delta_{k j i} \omega_{k}^{l} \hat{e}_{i}^{l} \tag{A.80}
\end{equation*}
$$

Since $\hat{e}_{i}^{l} \cdot \hat{e}_{j}^{l}=\delta_{i j} \quad$ (A.80) and (A.79) lead to the relation

$$
\begin{equation*}
\hat{e}_{j} \cdot \frac{d \vec{H}^{l}}{d t}=\phi_{j}^{l} \dot{\omega}_{j}^{l}+\sum_{i=1}^{3} \sum_{t=1}^{3} \omega_{i}^{l} \omega_{k}^{l} \delta_{j k_{i}} \psi_{i}^{l} \tag{A.81}
\end{equation*}
$$

which is identical to equation (A.37). The development of the relations (A.32)-(A.37) is complete.

* The principal axis directions have been labelled so that $\hat{e}_{1}^{l} \otimes \hat{e}_{2}^{l}=\hat{e}_{3}^{l}$ This labelling is in accord with (A.46)


## A.2.3 Equivalence Relations

As mentioned above, the purpose of this subsection is the formal demonstration of the equivalence of the Lagrange treatment of constraints to the treatment employed in the Calspan Crash-Simulation Model. No attempt is made here to independently derive the equations employed in the Calspan Model. Rather, these equations are inferred analytically from the Euler equations with Lagrange-type constraints, and then the equivalence of the two methods is proved.

The proof of equivalence hinges on the relations

$$
\begin{gather*}
\vec{f}_{m}^{l}=\vec{\lambda}_{m} \cdot B_{m}^{l}  \tag{A.82}\\
\vec{n}_{m}^{l}=\vec{\lambda}_{m} \cdot A_{m}^{l} \quad, m=1, \ldots M  \tag{A.83}\\
\sum_{\ell=1}^{L}\left\{A_{m}^{l} \cdot \vec{\omega} l_{+}+B_{m}^{l} \cdot \dot{\bar{x}}^{l}\right\}+\vec{D}_{m}=0 \tag{A.84}
\end{gather*}
$$

which are the same as the relations (A.35), (A.36), (A.34) of the previous subsection. Following a discussion of the characteristics of the vector Lagrange multipliers, it is shown that the relations (A.82)-(A.84) imply the compatibility relations, which can be employed to convert the equations of motion from the Lagrange-multiplier form to the constraint-force from employed in the Calspan Model.

The constraint relations (see (A.84)) are expressed in the vector form since this is the form employed in the Calspan Model. However, the formalism is immediately applicable to scalar constraint equations (such as the torquetype constraint relation for the universal joint - see the subsection Examples.) To see how this is done, suppose the mth constraint relation is scalar. One
can then put

$$
\begin{gather*}
d_{m 2}=d_{m 3}=0 \\
a_{m 2_{j}}^{l}=\quad a_{m 3 j}^{\ell}=b_{m 2_{j}}^{l}=b_{m 3 j}^{l}=0 \quad j=1, \ldots, 3 \tag{A.85}
\end{gather*}
$$

and equations (A.82), (A.83), and (A.84) reduce to

$$
\begin{align*}
& \quad \vec{f}_{m}^{l}=\lambda_{m 1} \sum_{j=1}^{3} b_{m / j}^{l} \hat{e}_{j}^{0} \\
& \quad \vec{n}_{m}^{l}=\lambda_{m \prime} \sum_{j=1}^{3} a_{m / j}^{l} \hat{e}_{j}^{l} \\
& \sum_{j=1}^{3} \sum_{l=1}^{i}\left\{a_{m 1 j}^{l} \omega_{j}^{l}+b_{m / j}^{l} \dot{x}_{j}^{l}\right\} \quad+d_{m 1}^{l}=0 \tag{A.86}
\end{align*}
$$

When, for a particular value of m , the relations (A.85) are employed with (A.82), (A.83), and (A.84), the solutions for $\lambda_{m_{2}}$ and $\lambda_{m_{3}}$ are totally ambiguous. These ambiguities do not affect the solutions for $\vec{f}_{m}^{l}, \vec{\eta}_{m}^{l}$ and other physical quantities of interest.

There are other cases in which certain ones of the Lagrange multipliers cannot be uniquely determined. A case in point is the vector Lagrange multiplier which corresponds to the torque-type constraint for the hinge joint (see the subsection: Examples). The lack of uniqueness of the vector Lagrange multipliers corresponding to some vector constraint relations is probably due to the presence of redundant information in these relations. The removal of such redundancies, while unnecessary, would probably usually be desirable in applications based on the employment of Lagrange multipliers.*. By contrast, in the formulation employed in the Calspan Model, the removal of such redundancies in the constraint relations is sometimes both unnecessary and undesirable. There is a twofold reason for this circumstance. First, in the Calspan formulation, the direct removal of redundancies in the constraint relations would

[^11]sometimes result in added complexity in the formulation. Second, in this formulation, the constraint relations are supplemented by additional relations (the compatibility relations) which usually prevent the ambiguities in $\bar{f}_{m}^{l}$ and $\bar{n}_{m}^{l}$. which, in the Calspan formulation, would otherwise result from redundancies in the constraint relations.* Ambiguities in the values of the Lagrange multipliers have no effect whatever on the solution since the Lagrange multipliers are not employed in the Calspan formulation.

The foregoing discussion provides essential background information for the ensuing discussion on the relation between the Lagrange-multiplier dependent formulation and the formulation employed in the Calspan Model. In particular, in eliminating the Lagrange multipliers from the equations of motion, it cannot be assumed that the transform relations in (A.82) and (A.83) can be inverted to obtain unambiguous expressions for the vector Lagrange muItipliers in terms of the quantities $\vec{n}_{m}^{l}, \vec{f}_{m}^{l}, A_{m}^{l}$ and $B_{m}^{l}$. To determine how the Lagrange multipliers can be eliminated from the formulation, it is necessary to achieve an understanding of their ultimate role in the equations of motion.**

[^12]** The content of the preceding two paragraphs can be better understood in retrospect, after reviewing the entire development of this section.

It will be recognized that the vector Lagrange multipliers, $\bar{\lambda}_{m}$, have no physical significance;* and further, in the entire formulation, they only appear in the relations in (A.82) and (A.83). Therefore, from the physical and mathematical standpoint, the only value of the Lagrange multipliers lies in what their existence in the relations (A.82) and (A.83) implies about the relationships between the quantities $\bar{F}_{m}^{l}, \vec{n}_{m}^{l}, B_{m}^{l}$ and $A_{m}^{l}$. Accordingly, it is clear that the relations in (A. 82 ) and (A.83) can be replaced by any other relations which are equivalent to (A.82) and (A.83) with regard to implications about the relationships between the quantities $\vec{F}_{m}^{l}, \bar{h}_{m}^{l}, B_{m}^{l}$ and $A_{m}^{l}$ and which imply nothing whatever except these relationships.

For reasons discussed below, the relations between the quantities $\vec{F}_{m}^{l}, \vec{n}_{m}^{l}, B_{m}^{l}$ and $A_{m}^{l}$ which are implied by (A.82) and (A.83) are called compatibility relations. As stated above, in the formulation employed in the Calspan Model, the Lagrange multipliers (and, therefore, the relations (A.82) and (A.83) are replaced by the compatibility relations. In this development, the nature of these relations will be inferred from the theory of equations. Two lemmas will be introduced, the first of which is:

Lemma 1
$\therefore \quad$ The equations

* Those instances in which one or more of the vector Lagrange multipliers are equal to constraint forces or torques are exceptions to this statement.
have at least one solution for the $\bar{\lambda}_{m}$ if and only if $\bar{\eta}_{m}^{\ell}$ and $\bar{f}_{m}^{l}$ satisfy the compatibility relations.

$$
\begin{equation*}
\sum_{\ell=1}^{L} \sum_{m=1}^{M}\left\{\vec{G}_{l m}^{i} \cdot \vec{f}_{m}^{l}+\vec{c}_{l m}^{i} \cdot \vec{n}_{m}^{\ell}\right\}=0 \quad i=1, \ldots, N-I \tag{A.88}
\end{equation*}
$$

Where $\vec{G}_{l m}^{i}$ and $\vec{C}_{l m}^{i}$ are determinable functions of $A_{m^{\prime}}^{\prime^{\prime}}$ and $\theta_{m^{\prime}}^{l^{\prime}} \quad\left(l^{\prime}=\prime, \ldots \angle ; m^{\prime}=1, \ldots M\right)$, $I$ is equal to the rank of the matrix of the $N$ component equations corresponding to (A.87), and

$$
\begin{equation*}
N=6 L M \tag{A.89}
\end{equation*}
$$

Except for the symbolism, this lemma is identical to a mathematical criterion which is proved in Reference 12, page 245. The compatibility relations in (A. 88) are, except for notation, identical, to the conditions of compatibility stated in the reference. They are called conditions of compatibility since, if they are not satisfied, the system of equations in (A.88) has no solution or is incompatible. It is in keeping with the employment of the term compatibility in Reference 1 , that the relations in (A.88) are termed compatibility relations.

The coefficients $\vec{G}_{l m}^{i}$ and $\vec{C}_{l m}^{i}$ in the compatibility relations can be. evaluated from the determinant equations given on page 245 of Reference 11. However, in the examples given in the last subsection of this section, the compatibility relations are quickly obtained by analyses (or mathematical inferences) employing relations of the type in (A.87). As stated in the subsection Methods, the compatibility relations can be inferred directly from applications of Newton's third law and/or analyses of the constraint-force geometry. Prior to the analysis presented here they were always obtained by the latter means.

Though vector notation is employed in expressing the coefficients $\vec{G}_{l m}^{\dot{i}}$ and $\vec{C}_{l m}^{\dot{c}}$ in (A. 88 ), these coefficients are not always vectors. In some cases they are (non-invariant) linear combinations of elements of tensors. In such cases,
certain ones of the compatibility relations in (A.88) can be combined to obtain invariant vector equations. In the examples in the last subsection of this section; the compatibility relations are always expressed as invariant forms (that is, as invariant-scalar and vector equations.)

The satisfaction of the compatibility relations by the quantities $\vec{f}_{m}^{\ell}$ and $\vec{\eta}_{m}^{l}$ cannot be verified unless the values of these quantities are known. But the values of these quantities cannot be obtained until the equations of moLion have been completely solved. For this reason, the compatibility relations must be regarded as constraints on the values of the quantities $\vec{f}_{m}^{l}$ and $\vec{n}_{m}^{l}$. As implied above, the compatability relations cannot introduce more information than that which is inherent in the relations (A. 87 ), which they replace.

For the sake of tidiness and vigor of exposition, it is desirable, in the transition from the Lagrange-multiplier formulation to the formulation employed in the Calspan model, to replace the relations in (A.87) by mathematicallyequivalent relations. Since it cannot be claimed that the compatibility velatrons in (A.88) are completely equivalent to the relations (A.87), a complete equivalence will be established through Lemma 2.
$\because$
If the relations in (A.87) are solvable, they are mathematically equivalent to the compatibility relations (A.88) taken in conjunction with parametric expressions which express the general solutions of the relations (A. 88) for the quantities

In proving Lemma 2, it will be convenient to introduce the expression

$$
\begin{equation*}
\vec{\lambda}_{m}=\vec{\lambda}_{m}\left[\left(d_{l}\right),\left(A_{m^{\prime}}^{\ell^{\prime}}\right),\left(B_{m^{\prime}}^{\ell^{\prime}}\right),\left(\vec{f}_{m^{\prime}}^{\ell^{\prime}}\right),\left(\vec{n}_{m^{\prime}}^{\ell^{\prime}}\right)\right] \tag{A.90}
\end{equation*}
$$

to represent the parametric form of solution of (4.114) for the $\vec{\lambda}_{m}$. In $(A .90),\left(A_{m^{\prime}}^{\ell^{\prime}}\right),\left(B_{m^{\prime}}^{\ell^{\prime}}\right),\left(f_{m^{\prime}}^{\prime^{\prime}}\right),\left(\eta_{m^{\prime}}^{l^{\prime}}\right)$ denote sets for $l^{\prime}=1, \ldots<; m^{\prime}=1 \ldots . . M$ and $\left(d_{i}\right)=$ an arbitrary - parameter set $d_{i}, i=1, \ldots 3 m-1$. The arbitrary value parameters, $\phi_{i}$, express the arbitrariness in the solutions $\vec{x}_{m}$ of
the relations in (A.87). If the rank, $\mathrm{I}_{\mathrm{m}}$ of the matrix of the system (A.87)is equal to the total number of unknowns, $3 M$, (the $M$ vectors, $\bar{x}_{m}$ have $3 M$ components) there are no arbitrary parameters, $d_{i}$, and the vectors, $\vec{\lambda}_{m}$, are uniquely determined. If $3 M>I_{r}$, there are $3 M-I_{r}$ parameters $d_{i}$.

To prove Lemma 2 it must be shown that, if the relations (A.87) are solvable, then the relations (A.87) imply and are implied by the compatibility relations (A.88) in conjunction with the solutions in (A.90).

The forward implication follows immediately from the discussion on page 245 of Reference 12.* The reverse implication follows, provided that subject to the satisfaction of the compatibility relations, the solution for the $\bar{\lambda}_{m}$, represented in (A.90), satisfies the equations (A.87). The discussion on page 245 of Reference 12 indicates not only steps which can be taken to obtain a general solution, but proves (again subject to the satisfaction of the compatibility relations) that the general solution so obtained does indeed satisfy the system of equations in (A.87). Thus, Lemma 2 is valid.

With a simple proviso, the condition of solvability of the relations in (A.87) can be removed from the statement of Lemma 2. This proviso is in that it be understood that incompatibility in the relations (A.87) is equivalent to the failure of satisfaction of the compatibility relations. This proviso is, of course, just the statement of Lemma 1. With this proviso, it can be stated (without further qualification) that the relations in (A.87) are mathematically equivalent to the compatibility relations, (A.88) taken in conjunction with the expressions (A.90) for $\vec{\lambda}_{m}$.

[^13]The transition from the Lagrange-multiplier-dependent formulation to the formulation employed in the Calspan Model is now obvious. In the former formulation, the relations in (A.87) are employed. To obtain the latter formulation, the relations in (A.87) are replaced by the relations in (A.88) in conjunction with the relations (A. 87). It is clear that the compatibility relations (A.90) represent the result of eliminating the Lagrange mulitpliers from the equations of motion. Thus, in the Calspan formulation, the solutions for the physical quantities of interest can be obtained from the equations (A.32), (A.33), (A.34), and (A.88), and the expressions for $\vec{\lambda}_{m}$ in (A.90) are not needed. The exposition and proof of the mathematical equivalence of the Calspan formulation to the Lagrange multiplier-dependent formulation is now complete.
: only two rigid bodies, for each value of $m$ in the constraint relations, $A_{m}^{l}$ and $\theta_{m}^{\ell}$ vanish for all but two values of 1 . For the purposes of the analyses of joints given in the next subsection, it is desirable to identify each constraint relation in terms of the bodies involved. To this end, the subscript m in the quantities $\vec{f}_{m}^{\ell}, \vec{n}_{m}^{\ell}, A_{m}^{\ell}, B_{m}^{l}$ can be interpreted, not as a simple subscript but as a triplet subscript:
$\because \cdots \quad m=(k, l, n)$.

In. (A.91), $k$ and 1 are labels of the interacting bodies and $n$ denotes a particular constraint resulting from this interaction. For example,

$$
(1,3,2)
$$

means the second constraint relation resulting from the interaction (through a joint) of body l. with body 3.' Clearly ( $k, 1, n$ ) and ( $1, k ; n$ ) refer to the same constraint.

If $m=(k, 1, n), \vec{f}_{m}^{j}, \vec{n}_{m}^{j}, A_{m}^{j}, B_{m}^{j}$ all vanish unless $k \neq 1$ and $j$ is equal to $k$ or 1. Thus, in the triplet notation, (A.82), (A.83), and (A.84) may be re-expressed:

$$
\begin{align*}
& A_{m}^{k} \cdot \vec{\omega}^{k}+A_{m}^{l} \cdot \vec{\omega} l+B_{m}^{k} \cdot \vec{x}^{k}+B_{m}^{l} \cdot \vec{x}^{l}+\vec{D}_{m}=0 \\
& \vec{f}_{m}^{k}=\vec{i}_{m} \cdot B_{m}^{k}, \quad \vec{f}_{m}^{l}=\vec{i}_{m} \cdot B_{m}^{l} \\
& \vec{n}_{m}^{k}=\vec{i}_{m} \cdot A_{m}^{k}, \quad \vec{n}_{m}^{l}=\vec{i}_{m} \cdot A_{m}^{l} \\
& m=(k, l, n) \tag{A.92}
\end{align*}
$$

Since a single joint can only transmit one net constraint force and one net constraint torque to a given body, there is, for a given joint, a maximum of two vector constraint relations. In the next subsection, the constraints are categorized as force-type and torque-type constraints.

## A.2.4: Examples

In this subsection, the constraint relations corresponding to four simple joints are expressed. In each example, the compatibility relations are inferred, and the mathematical equivalence expressed in general in Lemma 1 and Lemma 2 is demonstrated. In the case of the hinge joint, it is shown that the compatibility relations offset the effect of the redundancy in the constraint relations.

The analyses depend only on the relations in (A.92). Since for each constraint only two rigid bodies are involved, there is no loss of generality in labeling our body by the index 1 , and the other body by the index 2 . The relations in (A.92) can then be re-expressed.

$$
\begin{equation*}
A_{n}^{\prime} \cdot \vec{\omega}^{\prime}+B_{n}^{\prime} \cdot \dot{\vec{x}}^{\prime}=-A_{n}^{2} \cdot \vec{\omega}^{2}-B_{n}^{2} \cdot \dot{\bar{x}}^{2} \tag{A.93}
\end{equation*}
$$

$$
\begin{align*}
& \vec{f}_{n}^{\prime}=\vec{\lambda}_{n} \cdot B_{n}^{\prime} ; \quad \vec{f}_{n}^{2}=\vec{\lambda}_{n} \cdot B_{n}^{2}  \tag{A.94}\\
& \vec{n}_{n}^{\prime}=\vec{\lambda}_{n} \cdot A_{n}^{\prime} ; \quad \vec{n}_{n}^{2}=\vec{\lambda}_{n} \cdot A_{n}^{2} \tag{A.95}
\end{align*}
$$

where the subscript $n$ can be identified with $n$ in the definition of the triplet subscript $m$ in (A.91). The additive vector, $\vec{D}_{n}$, has been deleted from the relation (A.93) since it is zero in the cases of interest.

There are, at most, two constraints corresponding to each joint. In the first type of constraint, which will be labeled $n=1$, the tensors $B_{n}^{\prime}$ and $B_{n}^{2}$ are nonvanishing and they have inverses. Thus, the transforms in (A.94) can be inverted and the constraint torques can be expressed as linear functions of the constraint forces. This type of constraint ( $n=1$ ) will be termed a force-type constraint.

In the second type of constraint ( $n=2$ ) the constraint forces vanish. This type of constraint will be termed a torque-type constraint.

Every joint has exactly the same force-type constraint, and all joints except the ball joint have both force-type and torque-type constraints. For this reason, the ball joint is discussed first.

## A.2.4.1 The Ball Joint

The basic geometry of the rigid bodies and the joint is depicted in Figure A. 2.
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Figure A. 2 BASIC RIGID BODY GEOMETRY

The vector $\vec{r}_{1}$ is the position vector of the joint relative to the c.m. of body 1 and the vector $\vec{r}_{2}$ is the position vector of the same joint relative to the c.m. of body 2. From the figure

$$
\begin{equation*}
\vec{x}_{1}+\vec{r}_{1}=\vec{x}_{2}+\vec{r}_{2} \tag{A.96}
\end{equation*}
$$

Since the position of the joint is rigidly fixed relative to both bodies, it is clear that $\left|\vec{F}_{l}\right|,(\dot{l}=1,2)$, is constant, and the orientation of $\vec{F}_{l} \quad(\dot{l}=1,2)$ is completely determined by the orientation of body $\dot{l},(\dot{l}=1,2)$. The orientation of $\dot{l}(\dot{l}=1,2)$ can be determined from the relation:

$$
\begin{equation*}
\hat{e}_{j}^{0}=\sum_{i} s_{i j}^{l} \hat{e}_{i}^{l} \tag{A.97}
\end{equation*}
$$

Where the unit vectors $\hat{e}_{j}^{0}$ and $\hat{e}_{j}^{\rho}$ are defined in the content of equation (A.37) and $S_{i j}^{\ell}$ denotes a direction-cosine matrix. From (A.97)

$$
\begin{equation*}
\vec{r}_{l} \cdot \hat{e}_{j}^{o}=\sum_{i} s_{i j}^{l} \hat{e}_{i}^{\ell}: \vec{r}_{l} \tag{A.98}
\end{equation*}
$$

Since $\vec{r}_{l}$ is rigid relative to body $l$, its components, $\hat{e}_{i}^{l} \vec{r}_{l}$, in the body-fixed coordinate system are time-independent constants. Therefore, (A.98) may be employed to determine the components of $\vec{r}_{l}$ in the space-fixed coordinate system.

The transform (A.98) can be re-expressed in compact vector notation by introducing the vector $\vec{r}_{l}^{0}$ given by

$$
\begin{equation*}
\vec{r}_{b}^{0}=\sum_{i} \hat{e}_{i}^{0} \hat{e}_{i}^{l} \cdot \vec{r}_{l} \tag{A.99}
\end{equation*}
$$

Clearly, the vector $\bar{\gamma}_{l}^{0}$ is constant. From (A.99)

$$
\vec{r}_{l}^{0} \cdot \hat{e}_{i}^{0}=\vec{r}_{l} \cdot \hat{e}_{i}^{l}
$$

substituting into (A.98)
whence $\quad \vec{r}_{l} \cdot \hat{e}_{j}^{0}=\sum_{i} s_{i j}^{l} \hat{e}_{i}^{o} \cdot \vec{r}_{l}^{0}$

$$
\begin{equation*}
\vec{r}_{l}=\tilde{s}^{l} \cdot \vec{r}_{l}^{0} \quad \quad \ell=1,2 \tag{A.100}
\end{equation*}
$$

Where $\tilde{S}^{l}$ denotes the transpose of the tensor $s^{l}$ given by

$$
s_{l}=\sum_{i=1}^{3} \sum_{j=1}^{3} \hat{e}_{i}^{0} s_{i j}^{l} \hat{e}_{j}^{0}
$$

From (A.100)

$$
\begin{equation*}
\dot{\vec{r}}_{l}=\vec{w}^{i} \otimes \vec{r}_{l} \tag{A.101}
\end{equation*}
$$

which may be re-expressed

$$
\begin{equation*}
\dot{\vec{r}}_{l}=-W^{l} \cdot \vec{F}_{l} \tag{A.102}
\end{equation*}
$$

where $W^{\ell}$ denotes the skew-symmetric tensor

$$
\begin{equation*}
W^{\ell}=-I \otimes \vec{\omega}^{\ell} \equiv-\vec{\omega}^{\ell} \otimes I \tag{A.103}
\end{equation*}
$$

and I denotes the identity tensor.

Differentiating (A.96) and employing (A.101) results in

$$
\begin{equation*}
\dot{\vec{x}}^{\prime}+\vec{\omega}^{\prime} \otimes \vec{r}_{1}=\dot{\vec{x}}^{2}+\vec{\omega}^{2} \otimes \vec{r}_{2} \tag{A.104}
\end{equation*}
$$

Equation (A.104) is, from the foregoing discussion, a force-type constraint relation. It represents the force-type constraint for all the joints discussed in this section.

Comparing (A.104) and (A.93), it is concluded that

$$
\begin{aligned}
& B_{1}^{\prime}=B_{1}^{2}=I \\
& A_{1}^{\prime}=-I \otimes \vec{r}_{1} ; \quad A_{1}^{2}=I \otimes \vec{r}_{2}
\end{aligned}
$$

Substituting into (A.94) and (A.95) and rearranging, results in

$$
\left.\begin{array}{l}
\vec{f}_{1}^{\prime}=\vec{\lambda}_{1} ; \quad \vec{f}_{1}^{2}=-\vec{\lambda}_{1} \\
\vec{n}_{1}^{\prime}=\vec{r}_{1} \otimes \vec{\lambda}_{1} ; \quad \vec{n}_{1}^{2}=-\vec{r}_{2} \otimes \vec{\lambda}_{1} \tag{A.105}
\end{array}\right\}
$$

The general solution for $\bar{\lambda}_{1}$ is clearly

$$
\begin{equation*}
\vec{\lambda}_{1}=\vec{f}_{1}^{\prime} \tag{A.106}
\end{equation*}
$$

The compatibility relations are obtained by eliminating $\vec{\lambda}_{1}$ from the equations (A.105):

$$
\left.\begin{array}{c}
\vec{f}_{1}^{\prime}+\vec{f}_{1}^{2}=0  \tag{A.107}\\
\vec{n}_{1}^{\prime}=\vec{r}_{1} \otimes \vec{f}_{1}^{\prime} ; \quad \vec{n}_{1}^{2}=\vec{r}_{2} \otimes \vec{f}_{1}^{2}
\end{array}\right\}
$$

Clearly, in accord with Lemma 2, (A.106) in conjunction with (A.107) implies and is implied by (A.105).

In the formulation of the Calspan model, there are four vector unknowns, $\vec{f}_{1}^{\prime}, \vec{f}_{1}^{2}, \vec{n}_{1}^{\prime}, \vec{n}_{1}^{2}$, corresponding to the ball joint. Since the compatability relations, (4.134), in conjunction with the constraint relation, (A.104), constitute four vector equations, the number of unknowns. In the Lagrange-multiplier formulation there is one constraint-induced unknown (namely $\bar{\lambda}_{1}$ ) and our corresponding constraint equation, (namely (A.104)). Again, the number of equations is equal to the number of unknowns.
$\therefore$ The relation-(A.96) is employed as an initial condition. In principle, the satisfaction of (A.104) would insure the satisfaction of (A.96) for all timest. However, it has been found that because of accumulated computer-round-off-errors, the employment of (A.104) in the computations does not insure the satisfaction of (A.96) for all t. For this reason, both (A.96) and (A.104) are employed in the computations, but not in a redundant manner. In particular, (A.104) is employed with (A.107) and the differential equations to solve for $\vec{x}^{\prime}, \vec{r}_{1}$ and $F_{2}$ (A.96) is then employed to obtain " $\vec{x}^{2}$. This procedure insures the satisfaction of (A.96) for all times, $t$. A parallel procedure is employed when there are more than two bodies and more than one joint.

Since the ball joint is completely flexible, it has no torque-type constraint.

## A.2.4.2 The Locked Joint

The locked joint is a joint that has seized or frozen so that it has zero degrees of rotational freedom. It has several uses in the Calspan Model, including the representation of a human joint which is locked due to muscle exertion.

The force-type constraint relation for the locked joint is, as already implied, the same as for the ball joint. Since the locked joint has no rotational degrees of freedom, it forces the equality of the angular velocities of bodies 1 and 2. Therefore, the torque-type constraint for the locked joint may be expressed

$$
\begin{equation*}
\vec{w}^{\prime}=\vec{w}^{2} \tag{A.108}
\end{equation*}
$$

To verify that (A.108) and (A.104) adequately describe the locked joint, it is observed that the rank of the system (A.108) and (A.104), when considered as an equation in the unknowns $\vec{\omega}^{2}$ and $\dot{\vec{x}}^{2}$, is six. Thus, (A.108) and (A.104). remove all six degrees of freedom in the motion of body 2 relative to the coordinate system of body 1. In other words, the two bodies behave as a single rigid body.

Comparing (A.108) and (A.93), it is concluded that

$$
\begin{aligned}
& B_{2}^{\prime}=B_{2}^{2}=0 \\
& A_{2}^{\prime}=-A_{2}^{2}=I
\end{aligned}
$$

Thus, the constraint forces corresponding to (A.108) are zero, and (A.95) becomes:

$$
\begin{equation*}
\vec{n}_{2}^{\prime}=\vec{\lambda}_{2} ; \quad \vec{n}_{2}^{2}=-\vec{\lambda}_{2} \tag{A.109}
\end{equation*}
$$

Eliminating $\overline{\boldsymbol{\lambda}}_{2}$ results in the compatibility relation

$$
\begin{array}{r}
\vec{n}_{2}^{\prime}+\vec{n}_{2}^{2}=0  \tag{A.110}\\
\mathrm{~A}-40
\end{array}
$$

There are, for the Calspan formulation, the two unknown constraint torques $\vec{n}_{z}^{\prime}$ and $\vec{n}_{2}{ }^{2}$. These can be eliminated from the equations of motion by employing (A.110) and (A.108).

## A.2.4.3 The Hinge Joint

The hinge joint has a single pin, the orientation of which can be denoted by the unit vector. $\hat{h}_{1}$. Since the pin is rigidly oriented relative to body 1 and to body 2 , it mus't rotate with each body. Therefore, in parallelism with the relations (A.100) and (A.99), one can put
where

$$
\left.\begin{array}{l}
\hat{h}_{1}=\tilde{s}^{\prime} \cdot \hat{h}_{1}^{0}  \tag{A.111}\\
\hat{h}_{1}=\tilde{s}^{2} \cdot h_{2}^{0}
\end{array}\right\}
$$

$$
\begin{aligned}
& \hat{h}_{1}^{0}=\sum_{i} \hat{e}_{i}^{0} \hat{e}_{i}^{1} \cdot \hat{h}_{1} \\
& \hat{h}_{2}^{0}=\sum_{i} \hat{e}_{i}^{0} \hat{e}_{i}^{2} \cdot \hat{h}_{1}
\end{aligned}
$$

Clearly, $\hat{h}_{1}^{0}$ and $\hat{h}_{z}^{0}$ are constant vectors. The fundamental constraint is the satisfaction of (A.111). From the time derivatives of the relations $m$ (A.111), one concludes

$$
\begin{equation*}
\vec{w}^{\prime} \otimes \hat{h}_{1}=\vec{w}^{2} \otimes \hat{h}_{1} \tag{A.112}
\end{equation*}
$$

Equation. (A.112) is the torque-type constraint relation for the hinge joint.

Comparing (A.112) and (A.93), it is concluded that

$$
\begin{equation*}
B_{2}^{\prime}=B_{2}^{2}=0 ; \quad A_{2}^{2^{\prime}}=-A_{2}^{\prime}=I \otimes \hat{h}_{1} \tag{A.113}
\end{equation*}
$$

and the expressions for the constraint torques in (A.95) become

$$
\begin{equation*}
\vec{n}_{2}^{\prime}=-\vec{\lambda}_{2} \otimes \hat{h}_{1} ; \quad \vec{n}_{2}^{2}=\vec{\lambda}_{2} \otimes \hat{h}_{1} \tag{A.114}
\end{equation*}
$$

clearly, (A.114) implies

$$
\left.\begin{array}{l}
\vec{n}_{2}^{\prime}+\vec{n}_{2}^{2}=0  \tag{A.115}\\
\vec{n}_{2}^{\prime} \cdot \hat{n}_{1}=0
\end{array}\right\}
$$

To obtain the solution for $\vec{\lambda}_{2}$, one can take the cross product of $\hat{h}_{1}$ and the second of the relations (A.114):

$$
\begin{aligned}
\hat{h}_{1} \otimes \vec{n}_{2}^{2} & =\hat{h}_{1} \otimes\left(\vec{\lambda}_{2} \otimes \hat{h}_{1}\right) \\
& =\vec{\lambda}_{2}-\hat{h}_{1} \cdot \vec{\lambda}_{2} \hat{h}_{1}
\end{aligned}
$$

or rearranging

$$
\begin{equation*}
\vec{\lambda}_{2}=\hat{h_{1}} \otimes \vec{n}_{2}^{2}+\hat{h}_{1} \cdot \vec{\lambda}_{2} \cdot \vec{h}_{1} \tag{A,116}
\end{equation*}
$$

But, (A.114) implies that $\overline{\bar{x}}_{2}$ is ambiguous to within an arbitrary multiple of $\hat{h}$. This fact and (A.116) lead to

$$
\begin{equation*}
\vec{\lambda}_{2}=\hat{h}_{1} \otimes \vec{n}_{2}^{2}+a \hat{h}_{1} \quad \text { (arbitrary a) } \tag{A.117}
\end{equation*}
$$

as the general solution for $\hat{\lambda}_{2}$.
Substituting (A.117) into the second of the relations (A.114)

$$
\begin{aligned}
\vec{n}_{2}^{2} & =\left(\hat{h}_{1} \otimes \vec{n}_{2}^{2}+a \hat{h}_{1}\right) \otimes \hat{h}_{1} \\
& =\vec{n}_{2}^{2}-\hat{h}_{1} \cdot \vec{n}_{2}^{2} \hat{h}_{1}
\end{aligned}
$$

which reduces to an identity by virtue of the compatibility relations (A.115). Thus, (A.115) in conjunction with (A.117), imply (A.114)

This example is the first in which the solution for $\vec{\lambda}$ is ambiguous. The ambiguity results from redundancy in the constraint relation (A.112).

This relation only constrains $\left(\vec{\omega}_{1}-\bar{\omega}_{2}\right)$ to be paralled to $\hat{h}_{1}$, so the rank of the matrix for the relation is two. On the other hand, the relation corresponds to three component equations and $\bar{\lambda}_{2}$ has three components. In the Lagrange-multiplier formulation, the ambiguity in $\bar{\lambda}_{2}$ could be removed by an additional constraint such as

$$
\vec{\lambda}_{2} \cdot \hat{h}_{r}=0
$$

which can be satisfied within the arbitrariness of the solution in (A.117).

Turning to a consideration of the formulation in the Calspan Model, there are two vector unknowns, $\bar{n}_{2}^{\prime}$ and $\bar{n}_{2}^{2}$, which result from the torque-type constraint. But the rank of the matrix of the system composed of the constraint relation (A.112) in conjunction with the compatability relations (A,115) is six. This rank is the same as the rank of two non-redundant vector equations. Therefore, the equations of motion can be solved without ambiguity.

## A.2.4.4 The Universal Joint

The double-trunion universal joint has two hinge pins, of which the axis of one is rigidly oriented relative to body 1 , and the axis of the other is rigidly oriented relative to body 2 . The only rotational constraint in the joint is that the two hinge pins are always perpendicular. This constraint can be expressed by the relation

$$
\begin{equation*}
\hat{h}_{1} \cdot \hat{h}_{2}=0 \tag{A.118}
\end{equation*}
$$

where $\hat{h}_{l}$ is a unit vector in the direction of the pin which is rigidly oriented relative to body $l,(l=1,2)$.

Relations similar to (A.111) can be introduced to express the orientations of $\hat{h}_{1}$ and $\hat{h}_{z}$. Differentiating (A.118) with respect to $t$ results in

$$
\begin{equation*}
\hat{h}_{1} \otimes \hat{h}_{2} \cdot \vec{\omega}^{\prime}=\hat{h}_{1} \otimes \hat{h}_{2} \cdot \vec{\omega}^{2} \tag{A.119}
\end{equation*}
$$

which is a scalar constraint relation. It is equivalent to the vector constraint relation

$$
\begin{equation*}
\hat{e}_{1} \cdot \hat{h}_{1} \otimes \hat{h}_{2} \cdot \vec{w}^{\prime}=\hat{e}_{1}^{0} \hat{h}_{1} \otimes \hat{h}_{2} \cdot \vec{w}^{2} \tag{A.120}
\end{equation*}
$$

Comparing (A.120) and (A.93), it is concluded that

$$
\begin{aligned}
B_{2}^{\prime}=B_{2}^{2} & =0 \\
A_{2}^{\prime}--A_{2}^{2} & =\hat{e}_{1} 0 \hat{h}_{1} \otimes \hat{h}_{2}
\end{aligned}
$$

so (A.93) becomes

$$
\begin{equation*}
\vec{n}_{2}^{\prime}=\vec{n}_{2}^{2}=\vec{\lambda}_{2} \cdot \hat{e}_{1}^{0} \hat{h}_{1} \otimes \hat{h}_{2} \tag{A.121}
\end{equation*}
$$

If $\bar{\lambda}_{2} \cdot \hat{e}_{1}^{0}$ is replaced by the scalar Lagrange multiplier $\lambda_{21}$, the relations (A.121) are identical to those that would be obtained from the approach which is formalized in (A.85) and (A. 86). It is of academic interest that the vector $\vec{\lambda}_{2}$ may be retained and the ambiguity removed by the supplementary relation

$$
\begin{equation*}
\vec{\lambda}_{2} \otimes \hat{e}_{1}^{0}=0 \tag{A.122}
\end{equation*}
$$

which restricts $\vec{\lambda}_{2}$ within the range of the general solution of (A.121) for $\bar{\lambda}_{2}$. Since (A.122) has a rank of two and (A.119) has a rank of one, these two relations do indeed remove ambiguities in $\bar{\lambda}_{2}$ in the solution of the equations of motion.

The equations (A.121) imply the compatibility relations.

$$
\left.\begin{array}{rl}
\vec{n}_{2}^{\prime}+\dot{n}_{2}^{2} & =0  \tag{A.123}\\
\vec{n}_{2}^{\prime} \times\left(\hat{h}_{1} \times \hat{n}_{2}\right) & =0
\end{array}\right\}
$$

The general solution to (A.121) for $\overrightarrow{\boldsymbol{\lambda}}_{\mathbf{z}}$ is

$$
\begin{equation*}
\vec{\lambda}_{2}=\frac{\vec{n}_{2}^{\prime} \cdot\left(\hat{h}_{1} \otimes \hat{h}_{2}\right) \vec{e}_{1}^{0}}{\left|\hat{h}_{1} \otimes \hat{h}_{2}\right|^{2}}+\vec{a} \otimes \hat{e}_{1}^{0} \tag{A.124}
\end{equation*}
$$

where a is arbitrary. To prove this, (A.124) is substituted into. (A.121). The resulting relation

$$
\vec{n}_{2}^{\prime}=\left[\frac{\vec{n}_{2}^{\prime} \cdot\left(\hat{h}_{1} \otimes \hat{h}_{2}\right)}{\left|\hat{h}_{1} \otimes \hat{h}_{2}\right|^{2}}\right]\left(\hat{h}_{1} \otimes \hat{h}_{2}\right)
$$

is implied by (A.123). Thus (A.124) and (A.123) imply (A.121). It will be observed that the expression (A.124) can be simplified since, from (A.118),

$$
\left|\hat{h}_{1} \otimes \hat{h}_{2}\right|=1
$$

In the Calspan formulation, the torque-type constraint in (A.119) leads to two unknown constraint torques, $\vec{n}_{2}^{\prime}$ and $\vec{h}_{2}^{2}$. Since (A.119) has a rank of one, and the total rank of the relations (A.123) is five, the equations of motion can be solved unambiguously.


[^0]:    * See also Reference 5 and 6 which document the analytical formulation of some algorithms and features not decribed in detail herein.

[^1]:    * Alternate notation which is often used is the expression of a vector in terms of the unit basis vectors $\vec{x}_{1}, \bar{x}_{2}, \bar{x}_{3}$ or $\hat{e}_{1}, \hat{e}_{2}, \hat{e}_{3}$. Then a compact notation for thè vector, $\bar{x}=\sum_{p=1}^{3} x_{p} \vec{x}_{p}$ or $\bar{F}=\sum_{p=1}^{z_{2}} r_{p} \hat{e}_{p}$

[^2]:    * Note: The prime on $r_{m}$ and $r_{n}$, indicates the time derivative of the respective variables in its local reference system.

[^3]:    *Since we are working in 3 space it seems simpler to write equations (4.47), (4.48) and (4.49) in a vector form where each equation represents 3 equations in the more conventional notation where $\overrightarrow{\mathrm{r}}_{n}$ would have 3 generalized coordinates $q_{n_{1}}, g_{n_{2}}, g_{n_{3}}$ and $r_{n}$ the coordinates $\dot{g}_{n_{1}}, \dot{g}_{n_{2}}, \dot{q}_{n_{3}}$. In this scheme (4.47) would be written as

    $$
    \frac{d}{d t}\left(\frac{\partial T}{\partial g_{n_{i}}}\right)-\frac{\partial T}{\partial q_{n_{i}}}+\frac{\partial V}{\partial q_{n_{i}}}+\frac{\partial D}{\partial q_{n_{i}}}=F_{A_{i}}+F_{B_{i}} \quad i=1,3
    $$

[^4]:    * Note, for the sliding constraint, or when tension elements are used, $\mathcal{B}_{32}$ and $\mathcal{B}_{32}$ are not the transposes of $A_{23}$ and $A_{23}$. Thus when a sliding constraint or tension element is active the system equations are not symmetrical.

[^5]:    * Reference to the $x-z$ plane are to a plane parallel to the $x-z$ inertial plane.

[^6]:    *It should be noted that simultaneous bag contacts, if too closely spaced, can result in errors due to overlapping of volumes and areas which is not accounted for in the computations.

[^7]:    * If the plane is soft and the ellipsoid is hard, a value of $f=0$ seems appropriate. If the plane is hard and the ellipsoid is soft, a value of $A=1$ seems appropriate.

[^8]:    * The contact ellipsoids attached to the vehicle which are used by the airbag routines are distinct from the other contact ellipsoids in the program and are referred to as reaction panels in the program comments. The location and orientation of these panels is arbitrary.

[^9]:    * In the present context, a function of $\vec{r}$, such as $p(\vec{r})$ is actually a function only of the components of $\vec{r} \cdot$ in' a body-fixed coordinate system. $\cdot \vec{f}(\vec{r}, \vec{r})$ and and $F(\vec{r})$ and (D) are also functions of time.

[^10]:    * The classical methods do not apply to the sliding constraint as indicated in Reference ll, page 15.

[^11]:    * The removal of redundancies in the constraint relations is not absolutely essential because ambiguities in values of the Lagrange multipliers do not result in ambiguities in the solution for physical quantities of interest.

[^12]:    * Some types of redundancies (such as those resulting from the inadvertent employment of two distinct yet mathematically equivalent constraint relations) could not be offset by the compatibility relations. Such redundancies could result in ambiguities in the solutions for individual constraintforce and/or constraint-torque terms, but they could not affect the solutions for either the coordinate variables or the net constraint forces and torques.

[^13]:    * In Reference 12, arbitrariness in the solution for the unknowns is brought out by showing that $3 \mathrm{M}-\mathrm{I}_{r}$ of the unknowns may have arbitrary values. Clearly, the assignment of arbitrary values to $3 M-I_{r}$ unknowns is equivalent to the introduction of $3 \mathrm{M}-\mathrm{I}_{\mathrm{r}}$ arbitrary parameters, as in the representation in (A.90)

